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Polarity classification is the main subtask of sentiment analysis and opinion mining, well-known
problems in natural language processing that have attracted increasing attention in recent years.
Existing approaches mainly rely on the subjective part of text in which sentiment is expressed explicitly
through specific words, called sentiment words. These approaches, however, are still far from being good
in the polarity classification of patients’ experiences since they are often expressed without any explicit
expression of sentiment, but an undesirable or desirable effect of the experience implicitly indicates a
positive or negative sentiment.

This paper presents a method for polarity classification of patients’ experiences of drugs using domain
knowledge. We first build a knowledge base of polar facts about drugs, called FactNet, using extracted
patterns from Linked Data sources and relation extraction techniques. Then, we extract generalized
semantic patterns of polar facts and organize them into a hierarchy in order to overcome the missing
knowledge issue. Finally, we apply the extracted knowledge, i.e., polar fact instances and generalized pat-
terns, for the polarity classification task. Different from previous approaches for personal experience clas-
sification, the proposed method explores the potential benefits of polar facts in domain knowledge
aiming to improve the polarity classification performance, especially in the case of indirect implicit expe-
riences, i.e., experiences which express the effect of one entity on other ones without any sentiment
words.

Using our approach, we have extracted 9703 triplets of polar facts at a precision of 92.26 percent. In
addition, experiments on drug reviews demonstrate that our approach can achieve 79.78 percent preci-
sion in polarity classification task, and outperforms the state-of-the-art sentiment analysis and opinion
mining methods.

� 2015 Elsevier Inc. All rights reserved.
1. Introduction

Nowadays, people care deeply about their health and wellness.
Studies reveal that people are increasingly using social media, such
as blogs, forums and review sites, in order to share their
health-related information, including health conditions, diseases,
and medicines they take, as well as outcomes and side-effects that
they experience [1,2]. This makes the Web a rich source of patients’
experiences and opinions, which can be valuable for healthcare
providers to provide better services, and for laypeople to be aware
of others’ opinions and to benefit from their experiences to make
informed decisions before using a service or product. In particular,
in the drug domain, Brownstein [3] claims that mining
user-generated content about drugs can provide pharmaceutical
companies with valuable information about the effects and side
effects of new drugs. However, the ever-increasing volume of
user-generated content on the Web has raised the demand for
developing automatic methods of analyzing experiences and opin-
ions and discovering hidden knowledge from unstructured text
data. Sentiment analysis and opinion mining, which are sometimes
used interchangeably, are the fields of study that aim to automat-
ically extract and classify people’s opinions, emotions, sentiments,
evaluations, and appraisals toward entities. Opinion mining has
the potential to provide the means for flows of patients’ opinions
and understanding the sentiment of their experiences [4].

An important subtask of opinion mining is polarity classifica-
tion, which classifies texts into different categories (usually, posi-
tive or negative). Polarity classification has attracted increasing
attention in recent years. Although much research has been per-
formed in this area, most existing approaches have focused on
the subjective part of text in which sentiment is explicitly
expressed through the use of specific words called sentiment
words (e.g., ‘This drug is effective’). However, sentiments are not
only expressed in subjective statements, but can also be stated in
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objective or factual sentences (e.g., ‘Accutane dried my skin’) or in
ironic expressions [5] which are quiet difficult to tackle. In other
words, a piece of text could have polarity without being subjective;
for example a patient experience without any sentiment words can
be classified as positive or negative.

In the medical sphere in particular, it is very common for users
to express their opinions indirectly. In the drug domain, patients
usually write about their experiences of drug effectiveness or side
effects instead of expressing a direct opinion using explicit senti-
ment words. Patients’ experiences are often expressed without
any explicit expression of opinion. Rather, the desirable or undesir-
able effects of the drug implicitly indicate a positive or negative
sentiment toward the drug.

In this paper, we use the term ‘polar fact’ for factual information
that has polarity. Some researchers have discussed the importance
of analyzing polar facts. Wilson [6] shows that sentiments can be
conveyed indirectly through factual pieces of text and opinionated
texts can also contain polar facts that imply an argument or eval-
uation for an idea. Inui et al. [7] say that factual information can
indicate objective reasons for opinions, and hence are vital for deci-
sion making. Feldman [8] expresses that polar facts should be ana-
lyzed to acquire a more efficient sentiment analysis. However, few
studies have been conducted on the polarity classification of fac-
tual statements. These studies are mainly based on machine learn-
ing approaches relying on manually annotated corpora of
subjective, as well as factual, statements. In this paper, we propose
a different method that explores the use of existing information in
Linked Data sources to semi-automatically build a knowledge base
of polar facts about drugs, called FactNet, which aims to be a
resource for polarity classification of patients’ experiences.

Linked Data refers to a set of best practices for exposing, sharing
and linking structured data on the Web using Semantic Web tech-
nologies such as Uniform Resource Identifier (URI) and Resource
Description Framework (RDF) [9]. The Linked Open Data (LOD) pro-
ject1 aims at publishing and connecting Linked Datasets on the Web
according to Linked Data principles. LOD contains billions of facts for
various domains, and so can be used as a rich knowledge base in dif-
ferent tasks. Recently, there have been an increasing number of stud-
ies aimed at exploiting the potential of Linked Data in different
applications such as information extraction [10] and word sense dis-
ambiguation [11]. Given this insight, this paper shows how Linked
Data can be exploited to alleviate the data acquisition bottleneck
for extraction of polar facts.

We then propose a method for learning generalized patterns of
polar facts in order to overcome the missing knowledge issue, i.e.,
not all polar facts are contained in LOD. Exploiting the generalized
patterns, our proposed method for polarity classification is able to
classify unseen polar facts.

Finally, we present a method for polarity classification of
patients’ experiences using FactNet. The contributions of this paper
can be summarized as follows:

(1) We explore the potential benefits of polar facts in domain
knowledge aiming to improve the polarity classification per-
formance, especially in the case of indirect implicit experi-
ences, i.e., experiences which express the effect of one
entity on other ones (indirect) without any sentiment words
(implicit). In contrast to the problem of mining direct opin-
ions (i.e., opinions that are expressed directly on an entity or
one of its aspects) for which there has been a great research,
the problem of mining indirect opinions is almost
unexplored.
1 ht tp: / /www.w3.org /wik i /SweoIG/TaskForce s /Comm un ityPro jects
LinkingOpenData. 2 www.dailystrength.org.
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(2)We
propose a novel method for polarity classification of patients’
experiences that exploits publicly available Linked Data sources
as background knowledge to construct a knowledge base of polar
facts called FactNet. As far as we know, this is the first work to
extract polar facts from LOD.
(3) We propose a method to mine generalized patterns of polar

facts aims at dealing with issues raised by the missing
knowledge in FactNet, and hence enhance the knowledge
discovery process.

(4) We also provide comprehensive evaluation of each part to
show the effectiveness of the proposed methods.

The rest of this paper is organized as follows. Section 2 provides
an overview of related research in the area of opinion mining, as
well as in the area of experience mining. Section 3 presents some
motivating examples to illustrate how the proposed approach
improves existing ones. Section 4 presents the details of the pro-
posed approach for polarity classification of patients’ experiences.
Experimental results are reported in Section 5. Section 6 concludes
the paper and outlines future directions.

 

2. Related work

In this section, we briefly discuss the related work in the two
areas to which our current research is related: experience mining
and opinion mining.

2.1. Experience mining

Experience mining aims to extract and analyze personal experi-
ences expressed in natural language text [4]. Experience mining is
an unexplored open research problem that is motivated to be an
extension of opinion mining. The term experience mining was first
used by Inui et al., in [7]. In this work, four technical challenges for
experience mining were presented: event mention extraction,
entity–event relation extraction, factuality analysis, and experi-
encer identification. The authors also proposed a machine
learning-based approach for factuality analysis. Chen [12] modeled
two dimensions of patient experience in a health-related social
networking site, DailyStrength:2 interpersonal interactions and
medication use. Jijkoun et al. [13] introduced an annotation schema
for labeling experience as reporting no experience, reporting an
off-target experience, or reporting an on-target experience. They also
presented some linguistic features that are well suited for experi-
ence mining. Murphy [14] used machine learning approaches for
identification of Twitter posts that contain cancer-related patients’
experiences.

Existing approaches to experience mining are mainly based on
supervised learning of experiences from hand-labeled corpora.
Nevertheless, to the best of our knowledge, there is no publicly
available annotated corpus of patients’ experiences about drugs.
Therefore, we propose an alternative approach for experience clas-
sification that does not require training data.

2.2. Opinion mining

Opinion mining has been a very active research area in the past
decade. Different methods have been proposed to tackle different
tasks and with diverse applications. Pang and Lee [15], Liu [16]
and Cambria and Hussain [17] have provided comprehensive sur-
veys of important research in this field. In the following subsec-
tions, we first review related work on polarity classification task.

http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://www.w3.org/wiki/SweoIG/TaskForces/CommunityProjects/LinkingOpenData
http://www.dailystrength.org


Table 1
Examples of polar facts about drugs.

No. Example Polarity

1 Taken daily, Prevacid successfully reduced my acid stomach
symptoms to the point that they did not occur

Positive

2 Accutane cured the acne Positive
3 This drug reduced my pain significantly Positive
4 Accutane completely eliminated my acne Positive
5 This drug decreased my vision Negative
6 This birth control method can cause blood clots Negative
7 The antibiotic significantly diminishes the immune system Negative
8 After using this drug, I experienced hot flashes Negative
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Then, we present the most relevant studies related to opinion min-
ing in the medical domain.

2.2.1. Polarity classification
Traditional approaches that have been proposed for polarity

classification can be classified into two main categories:
dictionary-based approaches, which mainly focus on the construc-
tion and use of word-level sentiment lexicons such as
SentiWordNet [18] or concept-level dictionaries such as
SenticNet [19], and machine learning approaches [20–22], which
depend upon the availability of an annotated corpus with polarity
labels to detect the polarity of new examples. Both
dictionary-based and machine learning approaches mainly rely
on subjective parts of text in which sentiments are explicitly
expressed, e.g., sentiment words and their co-occurrence frequen-
cies, while most polar facts have no explicit sentiment word. In
other words, these approaches neglect objective statements that
carry sentiment and, hence, are ineffective for the polarity classifi-
cation of patients’ experiences where such statements occur
frequently.

Current concept-level dictionaries are able to handle some of
implicit expressions of sentiments based on common-sense knowl-
edge. However, they are insufficient for polarity classification of
drug reviews since the medical domain is highly technical and,
hence, domain knowledge plays a critical role in polarity classifica-
tion in this domain. In other words, available sentiment dictionar-
ies do not have enough vocabulary to handle polar facts about
drugs.

Although some researchers have discussed the importance of
analyzing polar facts for a more efficient sentiment analysis
[8,16], there have been few attempts at analyzing factual state-
ments. The focus of these attempts has been on annotating a cor-
pus of subjective as well as objective statements, which aims to
be a training set for supervised machine learning techniques
[6,23]. Wilson [6] proposed AMIDA schema which contains subjec-
tive statements, as well as objective polar utterances, i.e., negative
or positive factual information about an entity, without indicating
any explicit sentiment expression. Toprak et al. [23] annotated a
corpus of consumer reviews that contains subjective expressions
as well as polar facts.

Machine learning approaches suffer from several problems.
Firstly, they require large annotated corpora, which are tedious,
expensive and time consuming to construct. Secondly, due to the
fact that labeled data are on a particular corpus, the resulting clas-
sifiers tend to bias toward that text domain. Finally, even when
machine learning approaches are employed to learn polar facts
from corpora, the performance is far from satisfactory. The main
reason is that they are semantically weak, meaning that with the
exception of obvious sentiment words they have little predictive
value individually [17].

To overcome the above mentioned problems, the current
research explores the usage of Linked Data sources for extraction
of polar facts.

2.2.2. Opinion mining in medical domain
Existing researches for opinion mining in medical domain are

often about a specific problem, and mainly rely on machine learn-
ing techniques. Greaves et al. [24] assessed patients’ opinions
about different performance aspects of hospitals in the United
Kingdom. Tanvir et al. [25] used a subjectivity lexicon and machine
learning algorithms to sentiment analysis of messages posted on
forums dedicated to hearing loss. Sokolova and Bobicev [26] used
supervised machine learning methods to analyze sentiments and
opinions expressed in health-related user-written texts. Wang
et al. [27] proposed a combination of machine learning and
rule-based classifiers for sentiment analysis in suicide notes.
Parker et al. [28] proposed a method for predicting public health
trends via Twitter.

There are also some studies on opinion mining in the drug
domain. Na et al. [29] proposed a rule-based system for polarity
classification of drug reviews. Yalamanchi [30], in his thesis, devel-
oped a system called SidEffective to analyze patients’ sentiments
about a particular drug. Goeuriot et al. [31] built a health-related
sentiment lexicon and used it for polarity classification of drug
reviews. Wiley et al. [32] used SentiWordNet and NRC
word-emotion [33] lexicons for polarity and emotion classification
of health-related content of online social networks, respectively.

In a close stream of research, some studies have been conducted
on polarity analysis of relationships extracted from biomedical lit-
erature articles. Yang et al. [34] proposed a supervised machine
learning approach for polarity and strength prediction. They first
introduced new features designed to capture lexical, semantic
and structural characteristics of a relation, and then proposed a
wrapper-based approach for feature selection. Then, they used
SVM classifier and SVR predictor to polarity and strength analysis.
Miao et al. [35] presented the main challenges related to the rela-
tion polarity analysis. In addition, they propose a combined
approach based on background knowledge and domain-specific
training data to polarity classification of relationships between
foods and medical conditions.

This paper presents a different method to automatically build a
knowledge base that contains instances and patterns of polar facts,
from LOD. This knowledge base is then applied to classify the
polarity of drug reviews.

 

3. Motivation

Our studies on drug reviews from www.druglib.com and www.
askapatient.com show that approximately 50 percent of sentences
are polar facts that express patients’ experiences about positive or
negative effects of drugs. This means that traditional approaches to
polarity classification, which rely on subjective statements, only
consider portions of the available data and ignore a considerable
amount of valuable information. Table 1 illustrates examples of
polar facts about drugs. These examples are selected form
www.druglib.com.

Some polar facts contain sentiment words, and hence can be
classified using traditional approaches. For instance, in Table 1
examples (1–2), the words ‘successfully’ and ‘cure’ imply positive
sentiments. A dictionary-based system would be able to correctly
classify such sentences as positive since the sentiment words ‘suc-
cessfully’ and ‘cure’ have positive polarity in sentiment lexicons
such as SentiWordNet.

However, existing approaches to polarity classification are gen-
erally not sufficient for predicting the polarity of patients’ experi-
ences for three reasons. Firstly, most medical terms such as ‘pain’
and ‘depression’ are considered negative in current sentiment
resources such as SentiWordNet and SenticNet, but they occur

http://www.druglib.com
http://www.askapatient.com
http://www.askapatient.com
http://www.druglib.com
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frequently in positive sentences. In example (3), although the neg-
ative word ‘pain’ is present, the sentence should be classified as
positive. In fact, verbs play an important role in analyzing the facts’
polarity. For example, the expression ‘reduced my pain’ in example
(3) is positive although the term ‘pain’ is negative. Likewise, exam-
ple (4) is positive although the word ‘acne’ is negative in SenticNet.
Secondly, some patients’ experiences do not contain sentiment
words. Example (5) has no explicit sentiment word, but clearly
implies a negative sentiment about the drug, since this experience
is an undesirable fact. Thirdly, the medical domain is highly tech-
nical, while current resources for polarity classification often do
not contain technical and domain terms, meaning that the perfor-
mance of existing approaches in this domain is low. Thus, we need
a different analysis technique for polarity classification of polar
facts that not only spots domain terms but also considers context
words such as verbs. To address the mentioned considerations, this
paper explores the task of polarity classification of patients’ expe-
riences from unlabeled textual user reviews.
4. The proposed approach

The proposed approach for polarity classification of patients’
experiences consists of two steps: building FactNet, the knowledge
base of polar facts, and exploiting it for the task of polarity classi-
fication. An overview of our approach is depicted in Fig. 1. In the
following subsections, we describe each of these steps in detail.

4.1. Building the FactNet knowledge base

For building FactNet, we extract two categories of polar facts.
The first category contains the facts that express polar relation-
ships between entities (e.g., ‘Piroxicam is used to reduce the pain’).
The second category contains polar concepts. Polar concepts are
words and phrases which have polarity (e.g., ‘severe abdominal
pain’, ‘dry lips’ and ‘anemia’).

In this section, we first introduce Linked Data sources that are
used for extracting polar facts, and then we present an approach
for building FactNet. Our proposed method consists of two stages.
In the first stage, we extract polar facts from Linked Data sources.
In the second stage, a generalization method is used to extract gen-
eralized semantic patterns of polar facts.

4.1.1. Linked Data sources
In recent years, vast amount of information about drugs have

been published and integrated into LOD. In the Linked Open Drug
Data (LODD) project [36], several data sources about drugs, clinical
trials, diseases, and pharmaceuticals were added to the LOD, which
provides novel data of interest to the pharmaceutical industry and
patients. Using LOD in the pharmaceutical industry is ongoing but
is currently at an early stage.

In our research, we aim to exploit the knowledge in three LOD
datasets to build FactNet: (1) Drugbank3 which is a repository of
FDA-approved drugs that contains detail information about a drug’s
chemical and pharmacological properties as well as sequence, struc-
ture, and pathway information on each of the drug’s known bio-
chemical targets; (2) DailyMed which publishes detailed
information about marketed drugs including general background
on the chemical structure of the compound and its therapeutic pur-
pose, details on the compound’s clinical pharmacology, indications
and usage, contraindications, warnings, precautions, adverse reac-
tions, overdose, and patient counseling. Since the Linked Data ver-
sion of DailyMed does not contain some facts about drugs, we also
3 http://www4.wiwiss.fuberlin.de provides access to Drugbank, DailyMed and
SIDER.

4 http://dailymed.nlm.nih.gov.
5 http://nlp.stanford.edu/software/corenlp.shtml.

 

use the DailyMed site,4 which provides complementary information
about drugs; and (3) SIDER, which contains information on marketed
drugs and their adverse effects.

4.1.2. Polar fact extraction
There are many positive and negative facts about drugs in

Linked Data sources. For example, in SIDER, all drug side effects
are negative concepts. In Drugbank, for each drug there is an ‘indi-
cation’ field that presents positive facts and there is a ‘toxicity’ field
that expresses negative facts (see Table 2). Likewise, in DailyMed
dataset, ‘indication’ and ‘warning’ fields contain positive and neg-
ative facts, respectively. On the DailyMed site, the ‘indications
and usage’ field for each drug contains positive facts.
Unfortunately, these facts are represented in free text, which
makes them difficult to be processed by machine. In other words,
these datasets contain implicit knowledge in their text fields. As
it can be seen in Table 2, the ‘indication’ field links the drug’s
URI to a literal that is an unstructured textual description.
Therefore, we use data mining and natural language processing
techniques to transform unstructured texts into the structured
form of RDF triplets, i.e., <subject, predicate, object>. RDF is a fam-
ily of World Wide Web Consortium (W3C) specifications for mod-
eling semantic metadata to describe Web resources on the
Semantic Web [37]. An RDF triplet <subject, predicate, object>
shows a semantic relation represented by the predicate between
the subject and object. To extract RDF triplets, we present a
two-step procedure. First, we define some lexico-syntactic pat-
terns, and then we adopt a rule-based approach for relation extrac-
tion to the task of automatically extracting RDF triplets from LOD.

4.1.2.1. Lexico-syntactic patterns. We observe that facts about drugs
in LOD are usually expressed through regular patterns. This moti-
vates us to obtain a set of those patterns from the textual content
of interested fields (i.e., ‘indication’ and ’toxicity’ fields in
Drugbank, and ‘indication’, ‘indications and usage’, ‘warning’ and
‘precaution’ fields in DailyMed). In this subsection, we introduce
the procedure for polar fact extraction using lexico-syntactic pat-
terns (Fig. 2).

As shown in Fig. 2, the first step is pre-processing of input data.
For each textual content, we first use the Stanford CoreNLP5 to
detect sentences. Subsequently, we perform tokenization, lemmati-
zation, POS tagging, dependency parsing, and shallow parsing for
each sentence. Exploiting the Standford coreference resolution, we
replace each resolved pronoun with the origin term that it refers
to. Each sentence is then cleaned by removing special characters.
Finally, we convert all characters into lower case.

The second step is mining frequent n-grams from the processed
texts. We employ sequential pattern mining techniques in text
databases to identify frequent word patterns from LOD.
Sequential pattern mining is one of the key data mining techniques
that has been intensively used for knowledge discovery in a variety
of domains such as healthcare, education and telecommunications
[38]. Given a database of sequences, where each sequence is a list
of transactions and each transaction is a set of items, sequential
pattern mining aims at finding all sequential patterns with a user
specified minimum-support, where the support of a pattern is
the number of sequences that contain the pattern.

We mine patterns for each field of interest separately. Tokens
and sentences become ‘items’ and ‘transactions’, respectively, in
a sequential pattern mining framework. We use a modified imple-
mentation of an Apriori-like method, called Generalized Sequential
Patterns (GSP) [39], for sequential pattern mining that does not
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Fig. 1. An overview of the proposed approach.
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allow gaps between tokens. In other words, we mine frequent
n-grams with variable lengths.

GSP is a multiple-pass approach. In the first scan, it finds all of
the single item frequent sequences (1-sequences). Each subse-
quent scan uses a seed set of frequent sequential patterns which
is found in the previous scan. This seed set is used to generate can-
didate sequences. The candidate sequence of size k + 1 is generated
by joining two frequent k-sequences when the prefix of one
sequence is equal to the suffix of another one. Then,
non-frequent candidates are removed. This process is repeated
until no more frequent sequences are found.

We limit the length of n-grams to seven. This value is based on
our observation that there is no meaningful pattern longer than 7.
We also add another constraint that frequent tokens extracted in
the first scan of the GSP algorithm should not be stop words. In this
way, some lexical patterns are extracted. However, due to the
automatic nature of the proposed method, some of the extracted
patterns are meaningless. Thus, in the third step, to identify useful
and descriptive patterns, we manually remove meaningless ones.
In this step, about 63 percent of 358 extracted lexical patterns
were removed.

In the fourth step, we define some lexico-syntactic patterns.
Lexical patterns rely only on the surface form of text. Therefore,
we manually transform them into lexico-syntactic patterns that
are more expressive. To do this, we replace some words of a lexical
pattern with their corresponding POS tags. We also specify the syn-
tactic type of the phrase(s) which occur(s) after the lexical pattern.

Table 3 depicts some examples of the extracted patterns. The
first column of Table 3a shows a lexical pattern. The second col-
umn is the Linked Data field that the lexical pattern is extracted
from it. The third column presents the corresponding
lexico-syntactic pattern. The fourth column shows the template
of the relation which is extracted from the lexico-syntactic pattern.
Finally, the fifth column presents the polarity label of the extracted
relation. Table 3b illustrates some example sentences for each
lexico-syntactic pattern.

In the fifth step, we use lexico-syntactic patterns to automati-
cally extract a set of structured facts from LOD. To do this, for each
field of interest in LOD datasets, the processed sentences of the tex-
tual content are used as the input for the pattern-matching step
(Fig. 2). The pattern-matching step finds pattern(s) of the corre-
sponding field that match the sentence. A sentence matches a pat-
tern if there is an order preserving bijection from sequences of
tokens in the sentence to items of patterns, so that each sequence
of tokens satisfies corresponding items in the pattern.

For each sentence which is matched a pattern, we extract the
relation among the entities using the corresponding relation tem-
plate of the pattern. Then we assign a polarity label to each
extracted relation. By default, relations that are extracted from
‘indication’ or ‘indications and usage’ fields are assigned positive
labels and relations that are extracted from ‘toxicity’, ‘precaution’
or ‘warning’ fields are assigned negative labels. Finally, we add
the extracted relation to FactNet.

Sometimes, authors of the review sites do not write a complete
sentence. Instead, they describe their experiences with phrases,
which are usually separated by comma. Consider the following
examples:

‘Very very dry skin’
‘back pain’

 



Table 2
Examples of positive and negative facts about drugs in Linked Data sources.

Dataset Field Examples

Drugbank Indication http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00354
For prevention and treatment of nausea, vomiting, and dizziness associated with motion sickness and vertigo. . .

http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00144
Phosphatidylserine has demonstrated some usefulness in treating cognitive impairment, including Alzheimer’s disease, age-associated
memory impairment and some non-Alzheimer’s dementias. . .

Toxicity http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00121
Prolonged skin contact may cause irritation
http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00034
Interferon alfa-2 may cause serious adverse effects such as anemia; autoimmune diseases, including vasculitis, arthritis, hemolytic anemia,
and erythematosus syndrome; cardiotoxicity; hepatotoxicity; hyperthyroidism or hypothyroidism; transient ischemic attacks; leukopenia;
neurotoxicity; peripheral neuropathy; and thrombocytopenia. . .

DailyMed Indication http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/4293
RYZOLT is indicated for the management of moderate to moderately severe chronic pain in adults who require around-the-clock treatment of
their pain for an extended period of time
http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/7
Fluconazole is indicated for the treatment of: Prophylaxis. Fluconazole is also indicated to decrease the incidence of candidiasis in patients
undergoing bone marrow transplantation who receive cytotoxic chemotherapy and/or radiation therapy. . .

Warning http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/90
Increased Mortality in Elderly Patients with Dementia-Related Psychosis: Elderly patients with dementia-related psychosis treated with
atypical antipsychotic drugs are at an increased risk of death compared to placebo. . .

http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/114
Contains sodium metabisulfite, a sulfite that may cause allergic-type reactions including anaphylactic symptoms and life-threatening or less
severe asthmatic episodes in certain susceptible people. . .

Fig. 2. Polar fact extraction using lexico-syntactic patterns.

6 www.nlm.nih.gov/research/umls/.
7 http://metamap.nlm.nih.gov/.
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In order to classify such examples we should know that ‘dry
skin’ and ‘back pain’ are negative concepts. For this reason, we col-
lect a set of polar concepts. All of side effects in the
‘sideEffectName’ field of the SIDER are negative concepts. In addi-
tion, we define some lexico-syntactic patterns to extract more neg-
ative concepts from Linked Data sources. Some of these patterns
are shown in Table 4. We also collect phrases of the ‘purpose’ filed
in DailyMed site as positive concepts.

4.1.2.2. A rule-based method for relation extraction. Since patterns
match only a limited context, we use relation extraction tech-
niques for extracting more facts from LOD. Rule-based methods
for open information extraction often achieve reasonable precision.
Therefore, we use a rule-based method for extract polar facts from
relation-bearing sentences. We observe that most of
relation-bearing sentences are in the template <subject, verb,
object>. Thus, we use this template with some constraints on
nouns and verbs to identify the relation between two entities. To
this end, we perform the following steps:

� We only select the first sentence of textual contents of each
interested field since generally the first sentence of each para-
graph is the most important one and summarizes what will
be developed in the paragraph.
� We ignore sentences matched with a pattern in the

pattern-based method, and sentences with negations, since they
are usually noise. For example, in the ‘toxicity’ field of Drugbank,
sentences such as ‘There is no experience of acute overdose.’
occur frequently, but they are not actually negative facts.
� We identify the main verb(s) of the sentence using the approach

proposed in [40]. We define a constraint on the main verb that it
should not be a copula (‘to be’) verb.
� We apply some predefined rules to determine the object and

subject of the sentence using the Stanford Parser. We also add
a constraint on the subject and object of the sentence that they
should be one of the biomedical or health-related concepts in
the Unified Medical Language System (UMLS)6 Metathesaurus.
UMLS is a large vocabulary in the biomedical sciences, which con-
tains biomedical and health-related concepts, common terms,
and the relations among them. To map terms in the sentence to
UMLS concepts, we use MetaMap7 [41]. MetaMap often returns
multiple mappings for a given phrase. Named entity disambigua-
tion is the task of linking entity mentions in a text to a knowledge
base that has attracted increasing attraction in recent years [42].
To disambiguate named entities and find the most appropriate
concept for the given phrase, MetaMap uses some weighted
heuristics. In this way, a given phrase may be mapped to several
concepts with different mapping scores. Some of previous works
selected the concept (sematic type) with the highest mapping

http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00354
http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00144
http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00121
http://www4.wiwiss.fu-berlin.de/drugbank/resource/drugs/DB00034
http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/4293
http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/7
http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/90
http://www4.wiwiss.fu-berlin.de/dailymed/resource/drugs/114
http://www.nlm.nih.gov/research/umls/
http://metamap.nlm.nih.gov/


Table 3
Examples of the extracted patterns.

Lexical pattern Field Lexico-syntactic pattern Relation template Polarity

(a) Examples of lexical patterns, their corresponding lexico-syntactic patterns and their relation template with their polarity labels
Is indicated for the treatment of Indication Is indicated in/for [the]a [ADV] NN of

NP
(subjectb, verb form of NNc (if available),
NP)

Positive
Is indicated in the management

of
Is indicated for the control of

Helps All fields Help[s] VP NP (subject, verb stem of VP, NP) Positive
Cause Toxicity, warning and

precaution
Cause[s] NP (subject, cause, NP) Negative

Result in Toxicity, warning and
precaution

Result[s] in NP (subject, result in, NP) Negative

Increase in the risk of All fields Increase [in] the risk of NP (subject, increase, risk of NP) Negative
Increase [in] the risk of VP NP (subject, verb stem of VP, NP) Negative

Lexico-syntactic pattern Example sentence Extracted relation

(b) Example sentences for each lexico-syntactic pattern
Is indicated in/for [the]

[ADV] NN of NP
Transdermal nitroglycerin is indicated for the prevention of angina
pectoris due to coronary artery disease

(transdermal nitroglycerin, prevent, angina pectoris)

DUTOPROL is indicated for the management of hypertension (dutoprol, manage, hypertension)
COSOPT is indicated for the reduction of elevated intraocular pressure in
patients with open-angle glaucoma

(cosopt, reduce, elevated intraocular pressure)

Help[s] VP NP This helps eliminate blood clots (retavase, eliminate, blood clots)
Cause[s] NP It may cause an allergic reaction (bleomycin, cause, an allergic reaction)
Result[s] in Excessive administration of dextrose injections may result in significant

hypokalemia
(excessive administration of dextrose injections, result in,
significant hypokalemia)

Increase [in] the risk of NP Venlafaxine may significantly increase the risk of suicide (venlafaxine, increase, the risk of suicide)
Increase [in] the risk of VP

NP
Numerous drug classes increase the risk of developing serious cardiac
arrhythmias

(numerous drug classes, develop, serious cardiac
arrhythmias)

a We use [.] for an arbitrary argument.
b In order to determine the subject of a sentence, we use the sentence dependency tree. For sentences which do not have a subject, by default, we consider the drug name as

the subject. Each textual content is linked to a URI. We use SPARQL query on this URI to find the drug name.
c Some patterns require the verb form of a noun. To this end, we use the ‘getDerivationallyRelatedForms’ function in the Java API for WordNet Searching (JAWS). JAWS is an

API that provides Java applications with the ability to retrieve data from the WordNet database. http://lyle.smu.edu/~tspell/jaws/ provides access to JAWS.

Table 4
Examples of lexico-syntactic patterns for extracting negative concepts.

Lexico-syntactic pattern Example Negative concepts

Symptoms such as NP, NP, . . . or/and NP Symptoms such as severe abdominal pain or cramping Severe abdominal pain
Cramping

Symptoms include NP, NP, . . . and NP Symptoms include facial flushing, nausea, vomiting and hypotension Facial flushing
Nausea
Vomiting
Hypotension

The signs and symptoms of NP, NP, . . . and NP The signs and symptoms of ulcerations and bleeding Ulcerations
Bleeding
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score as the appropriate concept for the ambiguous phrase. In this
paper, we use the method proposed by Yang et al. [34] for named
entity disambiguation that, according to their experiments, out-
performs the mapping function of MetaMap. This method uses
MetaMap to create a list of semantic type candidates for a give
phrase. Each candidate is assigned a mapping score using the
mapping function of MetaMap. It then selects all candidates
whose mapping score is in [sh-b, sh], where sh is the highest
mapping score of candidates, and b is a constant parameter that
is set to 50. Finally, this method selects the most frequently men-
tioned semantic type among selected candidates of the previous
step to label the given phrase.
� The extracted relation from the input sentence is encoded using

RDF template <subject, predicate, object>, in which ‘predicate’ is
the stem of the main verb of the sentence.
� We assign positive label to the triplet extracted from ‘indication’

or ‘indications and usage’ fields, and assign negative label to the
triplet extracted from ‘toxicity’, ‘precaution’ or ‘warning’ fields.
� The extracted triplet is added to FactNet.
4.1.3. Mining generalized patterns of polar facts
Having a set of polar facts, we apply a generalization method to

extract generalized patterns of polar facts. Generalization is
intended to overcome the issues raised by lack of knowledge in
FactNet and improve recall of the polarity classification algorithm.
Generalized patterns have higher coverage than specific ones, and
so have a greater chance of matching a context.

In this section, we introduce a two-step approach relying on
UMLS taxonomy for generalizing polar facts and organizing them
into a hierarchy. The UMLS Metathesaurus includes 1.7 million
concepts, grouped into more than 130 semantic types. Each
semantic type belongs to one of the 15 semantic groups [43]. For
example, the concept ‘hypertension’ belongs to the semantic type
‘Disease or Syndrome (dsyn)’ which in turn belongs to the semantic
group ‘Disorders (DISO)’.

In the first step, for each triplet in FactNet, we replace the sub-
ject and object with their corresponding semantic types. In this
way, we have a database of semantic triples in which the subjects
and objects are semantic types. We then find frequent triplets, i.e.,

 

http://lyle.smu.edu/~tspell/jaws/


8 http://www.wikipedia.org.
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triplets that occur more than a predefined threshold called the
minimum support. We call these triplets ‘ST-patterns’.To filter
out less reliable patterns, we calculate a confidence score for each
ST-pattern. The confidence score is defined as follows:

confidence ðpÞ ¼ jPMT � NMTj
PMT þ NMT

ð1Þ

where p denotes a pattern, and PMT and NMT are the number of
positive and negative triplets matched with the pattern, respec-
tively. When a pattern only matches with positive (or negative)
instances, confidence would be 1, and when it matches with the
equal number of positive and negative triplets, confidence would
be 0. We filter out patterns whose confidence scores are below a
predefined threshold called the minimum confidence.

Finally, we assign a polarity label to each ST-pattern. The
ST-pattern is positive if the number of positive triplets matching
the pattern is more than that of the negative ones, and vice versa.

In the next step, for each triplet in the database of semantic tri-
ples, we replace each semantic type by its associated semantic
group and find frequent triplets called ‘SG-patterns’. SG-patterns
are generalizations of ST-patterns. Fig. 3 illustrates a simple exam-
ple of pattern generalization. In a similar way, we remove less reli-
able SG-patterns using a confidence score, and assign a polarity
label to them.

Finally, we add generalized patterns to FactNet. In fact, FactNet
is a knowledge base of polar fact instances and their generalized
patterns. Some examples of the extracted triplets are illustrated
in Table 5.

4.2. Exploiting FactNet

In this section, we introduce an algorithm for exploiting the dis-
covered knowledge to the task of polarity classification, which
takes a sentence or a phrase as input and outputs its polarity
(Fig. 1).

In the pre-processing step, we employ natural language pro-
cessing techniques, including tokenization, lemmatization, named
entity recognition, POS tagging, dependency parsing and shallow
parsing to process text.

In the second step, a set of predefined rules adopted from [44] is
used for relation extraction from the processed text. If the relation
extraction module extracts a relation from the input text, we per-
form the following steps:

� Each extracted relation is encoded in the RDF template, and the
resulting triplet is called RDF-triplet.
� For the RDF-triplet, we produce two other triplets: the

ST-triplet, which contains semantic types of entities, and the
SG-triplet, which includes semantic groups of entities.
� Extracted triplets are searched in FactNet. A search in FactNet

can be performed using two strategies: top-down or
bottom-up. The top-down method evaluates general patterns
first and then moves down to specific patterns and instances.
The bottom-up method moves up from instances to specific pat-
terns and then to general patterns. In Section 5.3, we evaluate
the performance of the proposed approach using each of these
search strategies.
� If one of the RDF-triplet, ST-triplet or SG-triplet exists in

FactNet, the corresponding polarity label is returned.
� Otherwise, in order to extend the coverage of the proposed

approach, we exploit two external sources of knowledge:
WordNet [45] and BabelNet [46]. WordNet is a lexical database
for English language which groups words into sets of synonyms
called synsets, provides short definitions and usage examples,
and records a number of relations among these synonym sets
or their members. BabelNet is a multilingual semantic network
obtained from the automatic integration of WordNet and
Wikipedia.8 BabelNet encodes knowledge as a graph, in which
nodes are babel synsets, and edges are semantic relations
between them. Each babel synset represents a given meaning
and contains a group of synonym terms. When the RDF-triplet
<subject, verb, object>, and corresponding ST- and SG-triplets
do not appear in FactNet, we search FactNet for triplets in which
the verb is replaced with one of its synonyms obtained from the
external source of knowledge, i.e., WordNet or BabelNet. If one of
these triplets exists in FactNet, the corresponding polarity label is
returned. In order to obtain the synonyms of a word from
BabelNet, we first perform word sense disambiguation using
Babelfy [42], and then, we extract the synonyms for the correct
sense of the word. Babelfy is a multilingual state-of-the-art
approach to word sense disambiguation and entity linking based
on BabelNet.

 

We also employ BabelNet to determine the semantic group of
concepts (i.e., subject/object of a RDF-triplet) which are not
tagged by MetaMap (e.g., ‘logy’ and ‘skinny’). To this end, we
first find the synonyms of the untagged concept using
BabelNet. Then we find the semantic groups of these synonyms
using MetaMap. Finally, we select the most frequently men-
tioned semantic group among synonyms to label the untagged
concept.
Sometimes, the relation extraction module does not extract any

relation from the input text. In these cases, we use polar concepts
of FactNet. As we mentioned earlier, FactNet contains some posi-
tive and negative concepts which can be used to the polarity clas-
sification task. If the input text is not a relation-bearing sentence,
we perform the following steps:

� Concepts of the input text are extracted using some linguistic
patterns such as ADJ + NOUN and NOUN + NOUN.
� FactNet is searched to find these concepts.
� If this search leads to a result the corresponding polarity label

will be returned.

The polarity of a triplet or a concept can be affected by a set of
valence shifters. In this research, we consider two types of valence
shifters which occur frequently in drug reviews: negators and
quantifiers. Negation words such as ‘not’ and ‘no’ can change the
polarity of a text. For example, although ‘dry lips’ is a known side
effect of ‘Accutane’, but the negation word ‘not’ implies that the
sentence ‘Accutane did not dry my lips.’, has positive polarity.
Likewise, quantifiers which express a decreased/increased value
of quantity can also change the polarity. For example, the phrase
‘less acne’ has positive polarity, although the word ‘acne’ is
negative.

Negation is difficult to detect in text, especially when it is
expressed implicitly (i.e., without use of an explicit negation mar-
ker) in an ironic expression [5]. To handle this issue, at the first
stage, we use the negation detection tool of MetaMap. MetaMap
includes an implementation of NegEx, a negation detection algo-
rithm that is based on regular expressions and a dictionary of med-
ical terms [47]. Although NegEx usually correctly detects negated
terms, it is not able to detect other kinds of valence shifters such
as quantifiers. Thus, we combine NegEx with a
dependency-based approach for valence shifter detection. In this
approach, we first detect negations and quantifiers of the text
using a list of valence shifters. However, since not all appearances
of valence shifters reverse the polarity of the enclosing sentence,
we determine the scope of valence shifters with the help of chunk
dependency tree. To do this, we first obtain the dependency tree of

http://www.wikipedia.org


Fig. 3. A simple example of pattern generalization.

Table 5
Examples of the extracted triplets.

Polarity Polar facts ST-patterns SG-patterns

Positive (domperidone, manage, dyspepsia) (phsu, eliminate, patf) (CHEM, help, DISO)
(pantoprazole, treat, erosive esophagitis) (phsu, lessen, ftcn) (CHEM, clean, ANAT)
(syntocinon, improve, uterine contractions) (phsu, treat, sosy) (CHEM, manage, CONC)
(esmolol, control, ventricular rate) (phsu, improve, ftcn) (CHEM, prevent, DISO)

Negative (amoxicillin, increase, morbidity) (phsu, develop, dsyn) (CHEM, cause, DISO)
(carisoprodol, cause, dizziness) (phsu, damage, tisu) (CHEM, damage, ANAT)
(cognex, decline, cognitive function) (phsu, worsen, dsyn) (CHEM, decrease, PROC)
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the sentence using Stanford parser. Then we construct a chunk
dependency tree, in which a node represents a lexical chunk in
the input sentence, and a relation denotes a dependency relation
between words in the dependency tree. There are two kinds of
relations in a chunk dependency tree. When two words are in
the same chunk, their dependency relation is added intra the cor-
responding chunk node, and when two words belong to different
chunks, their dependency relation is added inter the corresponding
chunk nodes [48]. We assume that a sentence has a polarity shifter
if there is an inter- or intra-relation between the interested entities
(i.e., subject/object of the extracted RDF triplet for relation-bearing
sentences, and polar concepts of phrases) or main verb of the sen-
tence and a valence shifter word. In Section 5.3, we show that this
approach outperforms the baseline method, where each appear-
ance of valence shifters inverts the polarity of text. However, more
effective valence shifter detection needs deep analysis and can be
considered as future work.

In summary, a sentence has a polarity shifter if it is recognized
as a negated sentence by NegEx algorithm or by the proposed
dependency-based approach. After obtaining the polarity label of
a relation or a concept, if the input text contains a polarity shifter,
the polarity will be reversed.

Finally, if there is more than one concept or relation in the input
text, we use the majority voting mechanism to determine the over-
all polarity of the text.
5. Experiments

In this section, we first describe briefly the dataset used in our
experiments and then present and discuss the experiments that we
conducted to evaluate our approach. To evaluate the performance
of the proposed approach, we use three measures: precision, recall
and F-measure. Precision is the percentage of classified instances
that are correct, recall is the percentage of instances that are cor-
rectly classified, and F-measure is the harmonic mean of precision
and recall. The precision, recall and F-measure are defined as
follows:
precision ¼ No: of correctly classified instances
Total No: of classified instances

recall ¼ No: of correctly classified instances
Total No: of instances

F-measure ¼ 2 � precision � recall
precisionþ recall

ð2Þ
5.1. Construction of the evaluation dataset

Since there is no public dataset specifically designed for polarity
analysis of patients’ experiences of drugs, we first created a dataset
of drug reviews. This dataset was collected from www.askapa-
tient.com and www.druglib.com, two popular websites for review-
ing drugs. This dataset contains 850 reviews for 75 drugs which
were chosen randomly from the list of the most frequently rated
drugs at the first page of the druglib.com website. 700 of these
reviews were used for building a dataset of relation-bearing sen-
tences. Three annotators were asked to identify polar sentences
that express a relation between a drug and another entity and
annotate them with polarity tags (positive/negative). We mea-
sured the inter-annotator agreement using Fleiss’ kappa [49].
Fleiss’ kappa is expressed as a number between 0 and 1, where 1
indicates a perfect agreement. In this stage, the substantial agree-
ment was observed (kappa = 0.77).

At first, we only chose those sentences that were tagged by all
annotators. Then, to extend our dataset, we asked two other anno-
tators to tag any instances where disagreement occurred. Finally,
we chose those instances that were tagged by the majority of the
annotators.

We discarded comparative sentences such as ‘Yasmin is better
than Desogestrel in terms of weight control’ since they require dif-
ferent analysis techniques.

In this way, we created an evaluation dataset comprising 1401
polarity tagged relation-bearing sentences. We also collected a set
of 1006 polar phrases about drugs. In fact, a collection of 2407
polar facts was created, of which 49.11 percent were labeled as
positive and the rest (50.89 percent) were negative.

 

http://www.askapatient.com
http://www.askapatient.com
http://www.druglib.com
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5.2. FactNet evaluation

All polar fact instances and respective generalized patterns are
stored in FactNet. The statistics of FactNet are illustrated in Table 6.
To extract ST- and SG-patterns we set the minimum support and
the minimum confidence to 2 and 0.6, respectively, by using a
trial-and-error approach. We evaluate FactNet from two aspects:
quality of polar facts, and quality of patterns.
5.2.1. Evaluation of the proposed method for polar fact extraction
Applying the proposed approach for polar fact extraction, we

constructed a knowledge base of 9703 triplets from LOD (redun-
dant triplets were discarded). The lexico-syntactic patterns found
5989 triplets, while the rule-based method extracted 3714 ones.

Semantic triplets are core component of FactNet. Thus, success
of the polarity classification algorithm depends on the correctness
of these triplets. In the first experiment, we evaluated the correct-
ness of the extracted triplets. We picked a random sample of the
extracted polar facts including 310 triplets, in which 70 tokens
were extracted by the rule-based model and 240 ones extracted
by the lexico-syntactic patterns. We manually checked these facts,
and reported the precision as shown in Table 7. As can be seen, the
results obtained using the proposed approach are promising.
Table 7 also compares the performance of the lexico-syntactic pat-
terns and the rule-based method for polar fact extraction. As can be
seen in Table 7, polar facts are extractable with good precision
using lexico-syntactic patterns whereas our analysis on the
extracted facts show that the rule-based method contributes
greatly to the coverage of relation extraction and extracts a large
variety of relations.
5.2.2. Analysis of patterns
In order to show the effectiveness of the extracted patterns, we

assessed three possible configurations to detect the polarity of sen-
tences in the evaluation dataset described in Section 5.1; using
polar fact instances in isolation, using ST-patterns in isolation,
and using SG-patterns in isolation. The results of the evaluation
are presented in Table 8. As can be seen, polar fact instances can
Table 6
Statistics of FactNet.

No. of polar facts No. of ST-patterns No. of SG-patterns

Triplets Concepts

Positive 8275 394 853 172
Negative 1428 4169 99 47
Total 9703 4563 1436 224

Table 7
Precision of the patterns-based and rule-based methods for polar fact extraction.

Pattern-based method Rule-based method Total

No. of extracted facts 5989 3714 9703
Precision (%) 94.17 85.71 92.26

Table 8
Performance of the ST- and SG-patterns for polarity classification.

Recall (%) Precision (%) F-measure (%)

Instances 13.01 89.66 22.72
ST-patterns 42.5 83.45 56.32
SG-patterns 58.77 76.01 66.29
The proposed method using

bottom-up strategy
66.67 84.52 74.54
classify experiences with higher precision than ST- and
SG-patterns, but that precision is achieved at a lower level of recall.
ST- and SG-patterns have significantly better recall rate (42.5% and
58.77% against 13.01%). As we expected, generalized patterns have
higher coverage than specific ones, and so have a greater chance of
matching a context. In fact, generalized patterns are able to classify
unseen polar facts. Table 8 also presents that the combination of
polar fact instances, ST- and SG-patterns using bottom-up strategy
(see Section 4.2) outperforms each of them in isolation in terms of
both recall and F-measure. In particular, the recall value (66.67%) is
significantly high compared to the corresponding recall rates
obtained by using polar fact instances, ST- and SG-patterns in
isolation.

To evaluate the quality of the extracted patterns, we also ana-
lyzed them to verify if they are reasonable patterns or not. We
observed that 70 percent of SG-patterns are common sense pat-
terns, i.e., people already know them. For example, the
SG-pattern <CHEM, control, DISO>, in which DISO means a disor-
der, describes a common sense fact that the control of a disorder
by a drug is positive. These patterns, in fact, reflect the underlying
semantic structures of the drug domain.

 

5.3. The proposed method for polarity classification

We evaluated the proposed method for polarity classification by
employing it to detect the polarity of examples in the evaluation
dataset described in Section 5.1. As mentioned earlier, there are
two kinds of examples in the evaluation dataset: relation-bearing
sentences and simple phrases that the relation extraction algo-
rithm cannot extract any relation from them.

At first, the performance of the proposed method for polarity
classification of relation-bearing sentences was evaluated. For
these experiments, we manually extracted RDF-triplets from test
examples to omit the effect of relation extraction module on the
performance of the proposed approach.

In the first experiment, we evaluated the performance of the
proposed approach using two search strategies: top-down and
bottom-up. In this experiment, we used WordNet without word
sense disambiguation to find synonyms. The bottom-up strategy
obtained the F-measure of 74.54 percent, which was about 7 per-
centage points better than the top-down strategy (Fig. 4). The main
reason is that polar fact instances are more accurate than ST- and
SG-patterns (see Table 8). When we used the top-down strategy,
about 80% of test examples were classified by SG-patterns. Since
SG-patterns have lower precision than ST-patterns and polar fact
instances, the overall performance of the top-down strategy is
lower than that of the bottom-up strategy. We also conducted this
experiment using BabelNet with word sense disambiguation to
find synonyms. In this experiment, the top-down and bottom-up
strategies achieved the F-measure of 61.08 and 68.58 percent,
respectively. In the next experiments, we used the bottom-up
strategy.
76.79
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74.54
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Fig. 4. Comparison of the top-down and bottom-up strategies for polarity
classification.
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In order to assess the effectiveness of using an external source
of knowledge such as WordNet or BabelNet, we ran the proposed
approach for polarity classification with and without using these
resources. Fig. 5 illustrates that using WordNet without word sense
disambiguation (WB) and BabelNet with word sense disambigua-
tion (BB) can lead to an approximately 10 and 4 percent of
improvement in terms of F-measure, respectively. As can be seen
from Fig. 5, using BabelNet achieves better precision in comparison
with using WordNet. The reason is that BabelNet has a larger syn-
onym inventory. Furthermore, word sense disambiguation
improves the precision to some extent.

We also evaluated the performance of the proposed method for
valence shifter detection. Fig. 6 illustrates the performance of the
proposed approach for polarity classification with four methods
of valence shifter detection: baseline, where each appearance of
valence shifters inverts the polarity of text, NegEx algorithm,
dependency-based approach, and the combination of NegEx and
dependency-based approach. The NegEx algorithm is not able to
detect quantifiers. However, in some cases, it detects longer dis-
tance dependency between the negation trigger and the polar
expression that cannot be recognized by the dependency-based
approach. Thus, as can be seen from Fig. 6, the combined approach
outperforms other ones.

In the next experiment, we evaluated the effectiveness of using
BabelNet for determining sematic types of concepts which are not
84.52 87.2 87.41
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Fig. 5. Results of polarity classification with and without using an external source
of knowledge.
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Fig. 6. Results of polarity classification with different methods of valence shifter
detection.

Table 9
Effectiveness of using BabelNet for determining semantic types of untagged concepts.

WB

Only MetaMap MetaMap and BabelN

Precision 84.52 84.53
Recall 66.67 67.09
F-measure 74.54 74.81
tagged by MetaMap in two possible configurations. First configura-
tion (WB) uses WordNet without word sense disambiguation to
find synonyms of verbs, and the second one (BB) exploits
BabelNet with word sense disambiguation for finding synonyms.
As depicted in Table 9, using BabelNet for tagging untagged con-
cepts slightly improves the recall of these configurations.

In the next experiment, we compare the participation of the
polar fact instances, ST- and SG-patterns in polarity classification.
Approximately 15 percent of examples were tagged by the polar
fact instances. ST- and SG-patterns classified about 38 and 47 per-
cent of examples, respectively.

Finally, to investigate the effectiveness of the proposed method
for polarity classification, we compared it to some baseline meth-
ods and some state-of-the-art sentiment analysis and opinion min-
ing approaches. In these experiments, we performed the proposed
method for polarity classification on the whole evaluation dataset
(i.e., relation-bearing sentences and phrases). We also automati-
cally extracted RDF-triplets and polar concepts using the proposed
relation extraction algorithm and linguistic patterns, respectively.
Table 10 illustrates the performance of the proposed method for
polarity classification of relation-bearing sentences and phrases.
Comparison of Table 10 with Table 9 shows that using the pro-
posed relation extraction algorithm caused 5.53 and 4.28 percent-
age points decline in F-measure of the WB and BB configurations
for polarity classification of relation-bearing sentences,
respectively.

We employed a dictionary-based method and a distant-
supervision approach as baseline methods. For the dictionary-
based approach, we chose SentiWordNet that is a well-known
and popular resource for opinion mining. In order to calculate
the overall sentiment of a text, we first extracted the polarity value
of each word using SentiWordNet, and then, we aggregated these
values using two methods: majority voting that counts the number
of positive and negative words of the text and selects the majority
number, and sum of predictions in which the text polarity value is
computed as the sum of polarity values of its words.

Distant supervision aims at using a large set of weakly labeled
data to train a supervised classifier [50]. Previous works in the field
of opinion mining exploited various features such as emoticons,
overall rating of the reviews and the review structure (i.e., pros
and cons) for obtaining noisy training data [51,52]. We used the
structure of review sites to obtain such data. Most of review sites
ask the reviewer to describe pros and cons separately. We assumed
that sentences in the ‘pros’ field of a review are positive, and sen-
tences in the ‘cons’ field are negative. We used the obtained dataset
and a set of features exploited by Pang et al. [20], i.e., unigrams
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9 Term frequency-inverse document frequency.
10 Sentic.net/demo, Access at January, 2015.
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(presence of a certain word, frequencies of words), bigrams, POS
tags, and adjectives for training the Naïve Bayes (NB) and
Maximum Entropy (MaxEnt) classifiers which are widely used in
opinion mining. In our experiments, using unigrams alone yielded
the best result.

Fig. 7a compares the precision of the proposed approach for
polarity classification with the baseline methods. As can be seen
from Fig. 7a, both configurations of the proposed approach (i.e.,
WB and BB) significantly outperform the baseline methods.

Fig. 7b compares the proposed approach with two
state-of-the-art methods. The first approach was proposed by
Cambria and Hussain [53] and was exploited effectively for mea-
suring health-care quality [54]. This approach first deconstructs
the given text into concepts using a semantic parser, and then, uses
SenticNet, a rich concept-level knowledge base for opinion mining,
to associate polarity values to these concepts. Finally, it computes
the overall polarity of the text by averaging such values. The sec-
ond one is a supervised method proposed by Habernal et al. [21].
They evaluated different pre-processing techniques, various fea-
tures and feature selection algorithms as well as different classi-
fiers for supervised sentiment analysis. Employing this approach,
the best performance was achieved by using the following setting.
For the pre-processing, the pipeline of tokenization, stemming and
lower-casing was employed. The feature set included unigrams,
bigrams, and various POS features. We ignored the emoticons fea-
ture since they rarely occur in drug reviews. Among various feature
selection methods, mutual information yielded the best result, and
improved the overall precision slightly. The weighting scheme
based on TF-IDF9 did not improve the performance and was ignored.
In addition, the MaxEnt classifier led to better result than that of the
Naïve Bayes classifier. Since there was no publicly available dataset
of patients’ experiences to use as training set, we used 10-fold
cross-validation on the evaluation dataset. As depicted in Fig. 7b,
the proposed approach achieves better results in comparison with
other methods.

We also compared the proposed approach with sentic patterns
[55], a concept-level approach that merges linguistics, common
sense computing, and machine learning for polarity detection. To
produce results using sentic patterns, we used sentic demo10.
Since sentic patterns is a sentence-level method and there are some
phrases in our test set, it could not tag some instances of the test set.
Thus, for a fair comparison, we computed the performance of the
proposed approach on the portion of the test set that was tagged
by sentic patterns. Fig. 7c illustrates the performance of the pro-
posed method and compares it with the sentic patterns performance.
As can be seen in Fig. 7c, the proposed method outperforms the sen-
tic patterns method. The main drawback of sentic patterns is that it
does not contain technical concepts which occur frequently in the
drug domain.

In the previous experiments, we performed named entity recog-
nition and semantic pattern extraction based on UMLS, a
domain-specific Metathesaurus. In the last experiment, we
employed BabelNet, a wide-coverage multilingual knowledge base
of concepts and semantic relations. To this end, we used Babelfy to
named entity disambiguation and WiBi taxonomy [56] to extract
semantic patterns. WiBi is a bitaxonomy, i.e., a taxonomy of
Wikipedia pages and categories that according to the conducted
experiments in [56] outperforms available knowledge resources
including MENTA, DBpedia, YAGO, WikiNet and WikiTaxonomy.
WiBi is integrated into BabelNet 3.0. We assessed different strate-
gies to extract semantic classes of the entities; using Wikipedia
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categories, using Wikipedia page taxonomy and using both of
them. We also exploited direct hypernyms and two levels of hyper-
nyms as semantic classes for each entity. According to our experi-
ments, using two levels of Wikipedia pages and categories
outperforms other strategies in terms of F-measure. This strategy
achieves 81.38 percent precision and 49.77 percent recall (Fig. 8).
As can be seen in Fig. 8, using BabelNet achieves lower recall in
comparison with using UMLS. The main reason is that some con-
cepts (especially technical concepts in medical domain) do not
get semantic class using BabelNet. Another reason is that
BabelNet categories are more specific than those of UMLS. For this
reason, using BabelNet leads to the sparse but accurate set of pat-
terns. However, this experiment indicates that BabelNet is an
appropriate resource, especially for resource-lean domains.
5.4. Discussion

Experimental results (Fig. 7) shows that FactNet is an appropri-
ate resource for polarity classification of patients’ experiences.
However, there is some room for improving the performance of
polarity classification.

From the error analysis we performed, we have found errors
were mainly caused by the following reasons: (1) misspelling
words which caused some entities not to be recognized by
MetaMap; (2) words and phrases which got wrong tags by
MetaMap and caused errors in entity recognition; (3) errors in
dependency and parse trees which led to errors in relation extrac-
tion between entities; (4) unusual abbreviations which caused
errors in named entity recognition by MetaMap; (5) errors of the
valence shifter detection method; (6) missing entities in the cor-
pus; and (7) lack of synonyms or abuse of them, especially when
we used WordNet without word sense disambiguation. These
errors indicate how to improve the quality of our proposed
approach in the future. To this end, we can use spell checking,
abbreviation recognition, alternative tools for parsing, alternative
methods for relation extraction, or alternative approaches for
named entity recognition and categorization.
6. Conclusion

This paper proposed an automatic method for polarity classifi-
cation of patients’ experiences of drugs expressed in unlabeled tex-
tual user reviews. The main contributions of this paper are as
follows. First, we proposed a combination of lexico-syntactic pat-
terns and a rule-based method for relation extraction to extract
polar facts from existing knowledge in LOD, in the structured form
of RDF triplets. Different from existing approaches for polar fact
classification, which mainly depend upon the availability of anno-
tated corpora to train a classifier, our proposed approach exploits
the existing knowledge in LOD. Second, a generalization method
was presented to extract generalized patterns of polar facts and
organize them into a hierarchy. Generalization aims to overcome
the missing knowledge issue and improve the recall of the polarity
classification method. Using the extracted knowledge, we built
FactNet, a knowledge base of polar fact instances and their gener-
alized patterns. Finally, we proposed a method for polarity classifi-
cation of patients’ experiences based on FactNet.

Some experiments were designed to evaluate the quality of
FactNet. We also compared the performance of the proposed
method for polarity classification on a dataset of drug reviews to
that of some baseline methods and state-of-the-art approaches
for sentiment analysis and opinion mining. The results indicate
that the proposed method outperforms these approaches.

We concluded that our approach is appropriate for polarity clas-
sification of drug reviews, although extra knowledge is required to
increase the recall of classification. Therefore, future work aims at
extending FactNet by assessing more datasets of LOD and adding
new knowledge from other sources such as biomedical ontologies.

Although we focused on the polarity classification task, the
same approach could be applied to other tasks such as
drug-to-drug interaction and side effects detection. In addition to
its applications for polarity classification in drug domain, the
extracted generalized patterns may also be used for polarity classi-
fication in other related domains. Thus, in future, we intend to
exploit the generalized patterns in other domains and for other
tasks.
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