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Preface

The Asian Information Retrieval Societies Conference (AIRS) is one of the most
established and competitive information retrieval conferences; the seventh edition
of this conference (AIRS 2011) aimed to bring together international researches
and developers to exchange new ideas and the latest results in information re-
trieval (IR). The scope of the conference encompassed theory and practice of all
aspects of IR in text, audio, image, video and multimedia data. The call for papers
invited submissions to the following areas of research:

Arabic Script Text Processing and Retrieval
IR Models and Theories

Multimedia IR

User Study, IR Evaluation, and Interactive IR
Web IR, Scalability and Adversarial IR,

IR Applications

Machine Learning for IR

Natural Language Processing for IR

ATRS 2011 was the first edition to be organized in the western part of the
Asian continent with a growing interest to foster IR research and communalities
in natural language processing. A new track on Arabic Script Text Processing
and Retrieval was added for the first time to the main areas of research in the
conference.

Historically, AIRS 2011 is a continuation of the series of conferences that
grew from the Information Retrieval with Asian Languages (IRAL) workshop
series back in 1996. It has become a mature venue of IR work, finding support
from the ACM Special Interest Group and Information Retrieval (SIGIR) and
many other associations.

The Organizing Committee was very pleased with the quality and level of
interest received to our call for contributions from the research community in
the IR field. We received a total of 132 papers representing work by academics
and practitioners from all over the world and we would like to thank all of them.
The Program Committee used a double-blind reviewing process and as result
31 articles (23.5%) were accepted as full papers and 25 (19%) were accepted as
short (poster) papers.

The success of this conference was only possible with the support of the ex-
tremely active Program Committee members without whom the present proceed-
ings would not have been possible. We would like to acknowledge the contributions
of Ali Farghaly (Oracle, USA), Minjie Zhang (University of Wollongong, Aus-
tralia), Joemon M. Jose (University of Glasgow, UK), Tetsuya Sakai (Microsoft
Research Asia), Min Zhang Tsinghua (University, China), Wang Bin (Chinese
Academy of Sciences, China), Tie-Yan Liu (Microsoft Research Asia) and Chia-
Hui Chang (National Central University, Taiwan).



VI Preface

For a conference to run smoothly, much behind-the-scene work is necessary,
most of which is largely unseen by the authors and delegates. We would like
to thank our Publication Chairs (Azadeh Shakery and Halim Khelalfa) who
painstakingly worked with each individual author to ensure formatting, spelling,
dictation and grammar were completely error-free.

October 2011 Khaled Shaalan
Farhad Oroumchian
Mohamed Vall Mohamed Salem
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Query-Dependent Rank Aggregation with Local Models

Hsuan-Yu Lin, Chi-Hsin Yu, and Hsin-Hsi Chen

Department of Computer Science and Information Engineering, National Taiwan University
#1, Sec.4, Roosevelt Road, Taipei, 10617 Taiwan, ROC
Tony@widelab.org, jsyu@nlg.csie.ntu.edu.tw, hhchen@ntu.edu.tw

Abstract. The technologies of learning to rank have been successfully used in
information retrieval. General ranking approaches use all training queries to
build a single ranking model and apply this model to all different kinds of que-
ries. Such a “global” ranking approach does not deal with the specific properties
of queries. In this paper, we propose three query-dependent ranking approaches
which combine the results of local models. We construct local models by using
clustering algorithms, represent queries by using various ways such as Kull-
back-Leibler divergence, and apply a ranking function to merge the results of
different local models. Experimental results show that our approaches are better
than all rank-based aggregation approaches and some global models in
LETORA4. Especially, we found that our approaches have better performance in
dealing with difficult queries.

Keywords: Local model, query dependent ranking, distributed IR, LETOR.

1 Introduction

Many popular machine learning approaches such as RankSVM [1], AdaRank [2],
ListNet [3], and so on have been proposed for information retrieval. These models
result in a single linear ranking function. We call such a model a global model be-
cause it is used for all different queries. A single global ranking model is simple and
stable but it is not easy to perform well for all kinds of queries. On the other hand,
different queries have their ranking models in query dependent ranking [4]. We call
such a query-dependent model a local model because it uses only local information to
build a ranking function. The local model is good for some sort of queries but unsta-
ble for the other queries. To select a good ranking model is crucial and challenging,
and the selection depends on the semantics of each query and documents.

For example, a searcher wants to search information about Apple’s products such
as iPad and Macbook. If the searcher uses keyword “apple” to search, it is safer to use
a global model. Using “tech-Apple” local model or “fruit-apple” local model is risky
because we have no idea about the user intention. But if the searcher uses the key-
word “apple ipod” to search, using the “tech-Apple” local model to rank documents is
better to fit the user intention. This example illustrates the difficulty and benefit of
selecting good local models to rank documents.

There are two possible ways to use local models. First, we can use the information
of a query to find one best local model to rank documents for this query. Second, we

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 1-12] 2011.
© Springer-Verlag Berlin Heidelberg 2011



2 H.-Y. Lin, C.-H. Yu, and H.-H. Chen

can aggregate the results of many local models to balance the risk of using a bad local
model and use the information of this query to determine the weights of aggregation.
In these two alternatives, how to extract the information of a query is fundamental and
crucial. We call this a “query representation” problem in this paper. Finding a good
query representation is very challenging because we don’t know what kind of infor-
mation is interesting to a user for an unseen query. However, if the framework could
represent queries correctly, it would improve the performance much.

In this paper, we will explore three approaches of using local models and investi-
gate two different query representation schemes. We also analyze the upper-bound of
selecting the best local model, estimate the challenging of these approaches, and dis-
cuss the results from the viewpoint of query difficulty. The experimental results show
that we propose the best aggregation approaches in LETOR4 datasets, and our ap-
proach has a better performance to deal with hard queries.

This paper is organized as follows. Section 2 presents our approaches. Section 3
shows the performance of each approach and gives the detail analyses. Section 4
summarizes the results.

2 Query Dependent Ranking

A query dependent ranking framework consisting of training and testing steps de-
scribes how to derive and use local models. Three query dependent ranking ap-
proaches, named as Naive, SelectRanker and Transform, are proposed under the
framework. In the following, we first introduce the framework and then describe each
approach in details.

2.1 Framework

A query dependent ranking framework is shown in Figure 1. The corresponding train-
ing and testing steps are described as follows.

Training Step. The first step of our framework is to build local models. For this pur-
pose, we use K-means clustering algorithm to separate a training set into small clus-
ters, and use RankSVM [1] to train local models from the individual clusters. In other
words, each cluster has its own local model. The details of the clustering algorithm
depending on which approach, i.e., the Naive, SelectRanker or Transform approaches
is used, will be discussed later.

Testing Step. For the aggregation, we measure the weight of each local model by
using the similarity between test query q'and cluster i (/=1,...,m). The definition of
similarity, which depends on the Naive, SelectRanker and Transform approaches, will
be discussed later. The rank aggregation function is defined by Equation (1).

fre@,d) = -3, wi x (o(q’, d), ) (1
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Fig. 1. The query dependent ranking framework

where m is the number of clusters, ¢(q’,d) € R™ is a feature vector of document d
related to test query q’, 7; € R™ is a local model produced by RankSVM using cluster
i, w; is the weight of local model r;, and {@(q’, d), r;), the inner product of ¢(q’,d)
and 73, represents the predicted score of d using vector 7;. The final ranking score of
a document d is calculated by averaging the weighted local predicted scores.

2.2 Three Approaches

The first approach named Naive uses heuristics to represent a query and then selects a
best local model to rank the documents of the query. Comparatively, the other two
approaches, i.e., SelectRanker and Transform, aggregate scores from local models.
The Naive approach, which selects the best model, can be viewed as a special case of
Equation (1) where the best local model i has weight w; = 1 and the other local
models have weightw; =0 (j #1i). Therefore the framework in Figure 1 and
Equation (1) can be used to describe different query-dependent ranking approaches.
We specify these approaches as follows respectively.

Naive. Algorithm 1 selects a best local model for document ranking. Then we use it
to determine the ranks of documents related to this query in the similar way as we do
in global model.

The m input clusters in Algorithm 1 are generated in the training step as follows.
First, the relevant query-document (q-d) pairs of the training set are collected. Second,
these relevant g-d pairs are clustered by using K-means clustering algorithm with
Euclidean distance as a similarity metric. Third, if any of g;’s relevant q-d pairs are
in cluster i, add all relevant and non-relevant g-d pairs of query q; to cluster i. Last,
the cluster is represented by a vector C; € R™ where C; is the average of relevant g-
d pairs in this cluster, and the local model 7; of cluster i is generated by using
RankSVM with cluster i as input.
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Algorithm 1. Naive approach
Input: (1) Test query q’
(2) A setof clusters i (i=1,...,m) with representation C; € R™
Steps: (1) For test query q’, use the global RankSVM model to find query’s top-¢
ranked documents, and use the mean of ¢ vectors of q-d pairs to repre-
sent query q'. The query representation is denoted as V.

(2) Calculate the similarities between V,r and each cluster representation
C; using Euclidean distance.
(3) Find the most similar cluster.
Qutput: r: the best local model, i.e., the local model of the most similar cluster.

SelectRanker. This approach aggregates scores from local models. The weight of
cluster 7 is determined by the top-4 most similar queries in this cluster. Algo-
rithm 2 describes the procedure to calculate weight w; of cluster i.

Algorithm 2. SelectRanker approach

Input: (1) Test query q’

(2) A set of clusters 7 (=1,...,m) with representation C; € R"

(3) The base ranking model 7;, and local ranking model r; for each cluster
(4) KL(rp||7 qj) for each query q; in cluster 7 (using Equation (2))
(1)
(2)

For test query q', calculate KL(ry||r;, q") for each cluster 7
Calculate distance(q’, q]-) = KL(rp||r;, q") — KL(rbllri,qj) for each
query ¢; in cluster 7

(3) In each cluster j, find the top-k queries with the smallest
distance(q’, q;).

Steps:

(4) Calculate w; = Zj-;lAP(qj, 1;), where qj is a query in cluster j,
and AP(qj, ri) is the average precision of query q; using local
model ;.

Output: w;: =1,....m

The Kullback-Leibler divergence shown in Equation (2) is used to measure the dis-
tance between local model and base model for a given query. Peng et al. [5] showed
that KL divergence is useful in information retrieval. For the n retrieved documents of
a given query ¢, 1,(d) and 1;(d) are the normalized relevance scores [5] of docu-
ment d in 1, and 7;, respectively.

rp(d)
ri(d)

KLyl q) = Xi=175(d) - log, 2
Step 3 in Algorithm 2 filters out non-relevant queries. Step 4 computes the average
precision as the confidence of a query, and sums the confidences as the weight of this
cluster. We choose BM25 as the base ranking model 7;, in the experiments.
After determining the weights of local models, we apply Equation (1) to merge the
ranking scores of each local model to determine the final scores of documents.
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Transform. This approach aggregates scores from local models too, but it uses differ-
ent scheme to represent queries and feeds the transformed queries into a clustering algo-
rithm. Because it is hard to find a good representation on the form of ¢(q’, d), we adapt
two global ranking models to transform query’s representation. This is also motivated by
Peng et al. [5]. Algorithm 3 describes how to determine the weight of each cluster
in the testing step. In the training step, we first transform each query g; in training
set to a (KL(rallrb,qi),]S(rallrb,qi)) = x% € R? vector, where 7, and 7, are two
base ranking models, and Equation (3) shows the Jensen-Shannon divergence. In the
experiments, we let 7, and 1, be BM25 and global RankSVM model.

JS@allre, @) = 5+ KLGa |l @) + 5 - KL( 172, ) 3)

Then we cluster those 2-dimension query vectors using K-means clustering with
Euclidean distance. We use C; € R%, which is generated by averaging 2-dimension
query vectors in a cluster i, to represent cluster i. After we have the input C; , we run
Algorithm 3 to get the weights of the clusters for a test query q’, and the documents
of query q' are ranked using Equation (1). In this approach, the representation C; of
cluster i acts as a local model, and the weight w; is calculated by measuring the

distance between C; and test query x?

Algorithm 3. Transform approach

Input: (1) Test query q'
(2) A set of cluster representations : — C; € R?: i=1,...,m ”
(3) Two base ranking models 7, and 7},

Steps: (1) For test query q’, calculate x? = (KL(rlImp, @), JSallm, q)).
(2) Calculate w; = EuclideanDistance(xq’, C).

Output: w;: /=1,...,m

2.3 Time Complexity

The time complexity of SelectRanker is the largest one of the three approaches. Com-
paring to the ordinal global ranking, this approach has three more steps. The first

extra step is step 2 of Algorithm 2 which takes O(n X #q-d X m), where n is the
dimensions of g-d pairs, #g-d is the maximum number of g-d pairs of queries in train-
ing set, and m is the number of local models. The other two extra steps are steps 3 and
4 of Algorithm 2, which takes O(m? x In(mm)). In general settings, m is a predefined
constant. Thus it does not add too much cost in response time.

3 Experimental Results

3.1 Dataset and Parameter Selection

We adopt LETOR4 dataset [6] for our experiments. It contains two collections:
MQ2007 and MQ2008. MQ2007 and MQ2008 have 1,692 and 784 queries with total
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69,622 and 15,211 documents, respectively. Each q-d pair has 46 features. In our
approaches, some parameters, including the number m of clusters in the three algo-
rithms, the 7 in step 1 of Algorithm 1, and the & in step 3 of Algorithm 2, are deter-
mined by the validation set to have the best mean average precision (MAP), and are
applied to the testing set.

3.2  Performance Comparison with LETOR4 Baselines

We compare our aggregation approaches to LETOR4 rank aggregation baselines, and
the results are shown in Table 1. The performance is in terms of the average of 5
folds. The score highlighted in bold means the best performance of all approaches.
We can see that the proposed three approaches are better than all baselines. The two
aggregation approaches, i.e., SelectRanker and Transform, have better performance
than Naive approach. We will analyze the results later in details.

Table 1. Comparison between our approaches and LETOR4 rank aggregation baselines

Dataset MQ2007/MQ2007-agg MQ2008/MQ2008-agg

Metric MAP MeanNDCG MAP MeanNDCG
BordaCount 0.3252 0.3216 0.3945 0.3895
CPS-KendallTau 0.3891 0.4088 0.4219 0.4209
CPS-SpearmanFootrule 0.3898 0.4094 0.4027 0.3977
CPS-SpearmanRankCorrelation 0.4069 0.4330 0.4102 0.4126
Naive 0.4175 0.4461 0.4349 0.4391
SelectRanker 0.4654 0.4991 0.4751 0.4874
Transform 0.4655 0.4967 0.4747 0.4831

In Table 1, the four LETOR4 rank aggregation baselines adopted the approaches
proposed by Qin et al. [7]. They used MQ2007-agg and MQ2008-agg while we use
MQ2007 and MQ2008 in our experiments. MQ2007/MQ2008 and MQ2007-
agg/MQ2008-agg have the same query set respectively, but their features are differ-
ent. MQ2007-agg and MQ2008-agg used order as feature, where the order is from
individual rankers. Qin et al. used order-based rank aggregation approaches [7] in
MQ2007-agg and MQ2008-agg. Comparatively, we use score-based rank aggregation
approaches in MQ2007 and MQ2008. The performance of our approaches is better.

Although the performances of our approaches are far beyond the LETOR4 rank ag-
gregation baselines, we want to know further the comparison to LETOR4 global
models. We show the results in Table 2, where “+” after a score means our proposed
approach outperforms the RankSVM baseline, and N.@k, MeanN., and AdaRank
denote abbreviations of NDCG@k, MeanNDCG, and AdaRank-MAP algorithm,
respectively. Although the results with + are better than the RankSVM baseline, they
did not pass the significant test.
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Table 2. Comparison between our local models and LETOR 4 global models

Dataset MQ2007 MQ2008

Metric MAP P@l P@2 P@5 MAP P@l P@2 P@5
RankSVM 04645 | 04746 | 04496 | 04135 | 04696 | 04273 | 0.4069 | 0.3474
AdaRank 04577 | 0.4392 | 0.4301 04054 | 04764 | 04426 | 0.4165 | 0.3419
ListNet 04652 | 04640 | 04471 | 04126 | 04775 | 04451 | 0.4120 | 0.3426
Naive 04175 | 04421 04105 | 0.3695 | 0.4349 | 0.4184 | 0.3756 | 0.3087
SelectRanker | 04654+ | 0.4782+ | 0.4540+ | 0.4136+ | 0.4751+ | 0.4413+ | 04171+ | 0.3454
Transform 0.4655+ | 0.4764+ | 0.4466 | 0.4099 | 0.4747+ | 0.4438+ | 0.4056 | 0.3428
Metric MeanN. | N.@1 N.@2 N.@5 MeanN. | N.@1 N.@2 N.@5
RankSVM 0.4966 | 0.4096 | 0.4073 | 04142 | 0.4832 | 0.3626 | 0.3984 | 0.4695
AdaRank 04891 | 0.3821 0.3900 | 04070 | 0.4915 | 0.3754 | 04141 | 0.4794
ListNet 0.4988 | 0.4002 | 04063 | 04170 | 04914 | 0.3754 | 04112 | 0.4747
Naive 04461 | 0.3826 | 0.3658 | 0.3683 | 0.4391 | 0.3503 | 0.3635 | 0.4172
SelectRanker | 0.4990+ | 0.4139+ | 0.4103+ | 0.4174+ | 0.4873+ | 0.3715+ | 04072+ | 0.4744+
Transform 0.4967+ | 0.4078 | 0.4034 | 04124 | 04831 | 0.3639+ | 0.3960 | 0.4696+

We can see that the Transform approach has the best MAP and the SelectRanker
approach has the best P@1, P@2 and P@5 in MQ2007. If the metric is NDCG, the
SelectRanker approach has the best performance in MQ2007, and its performance in
MQ2008 is better than RankSVM baseline, which is used to build our local models.

In MQ2008, only the SelectRanker approach has the best P@2. If we compare our
results to RankSVM, most performance of the SelectRanker and Transform approach-
es are better than that of RankSVM. On the other hand, the Naive approach does not
perform well when we compare it with the global models. Selecting the best local
model did not perform well because of our poor query representation scheme. We
show our analysis in next section.

3.3  Analysis of Selecting the Best Local Model

We represent a query by averaging top-t documents in the Naive approach. Is this a
good query representation scheme? If we have a better query representation scheme,
is it possible for the Naive approach to achieve better performance? To answer the
above two questions, we replace the query representation scheme in Algorithm 1 by
averaging the relevant documents only. Of course, that is not feasible in testing, but
the analysis will give us some interesting insights. The result is shown in Fig. 2.

In Fig. 2, the x-axis is the number of clusters, and the line of RelevantOnly is the
query representation scheme that uses only relevant documents. We can see that if we
have a better query representation scheme, the Naive approach can beat RankSVM
baseline. We can also find that the performance increases along with the number of
clusters. That means we can find a more specific local model to fit users need. For
example, if the training set is clustered into 85 clusters, we can find a very specific
cluster to rank the documents of a test query precisely. From this analysis, we can
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Fig. 2. Performance analysis of selecting best model

conclude that our query representation scheme that uses the top-r documents may
introduce a lot of noise, and query representation scheme is the main reason why the
Naive approach did not perform well.

We are also interested in the upper bound of selecting the best local model
approach. In the Naive approach, if we can always select the best cluster that results in
the best average precision (AP) of a query, what is the performance? The line of Up-
perBound in Fig. 2 shows the situation. We can see that there is a lot of room for im-
provement. But is it easy to achieve improvement? We further answer this question in
Fig. 3.

0.7

\ = UpperBound

06 \ Baseline(RankSVM)
0.5
MAPO.4 \\
0.2
0.1 T T T T T T T T T T T T T T T
1 11 21 31 41 51 61 71 81 91

Selecting the n-th best AP

Fig. 3. The performance of selecting the n-th best AP in 100 clusters

In Fig. 3, we fix the number of clusters to be 100. We calculate AP of a query by
using the local model of a cluster, and order the 100 clusters by their AP scores. In
this way, we know the best AP, the 2nd best AP, the 3rd best AP, and so on, of a
query among the 100 local models. If we always select the best AP, we get the upper
bound. If we always select the n-th best AP, we know the challenging of this
approach. In Fig. 3, the x-axis is the n when the n-th best AP is selected. The
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performance of RankSVM baseline is around in selecting the 19-th best AP out of 100
clusters. In other words, if we can always select one of the top-19 clusters out of 100
clusters, we can beat the baseline. This is neither an easy task nor a very hard task.
We believe that it is achievable, but we leave it as future work.

3.4  Analysis in Terms of Query Difficulty

TREC held a hard track' in 2003 and 2005. The goal of the hard track is to improve
the retrieval technology by focusing on the poorly performing topics. The topics of
the testing queries are selected from the topics that had low average effectiveness
across the runs in previous TRECs.

In this paper, the proposed algorithms heavily rely on the relevant documents of a
query, so we define the difficulty of queries in terms of the number of relevant docu-
ments. A hard query is defined to be a query with the number of relevant documents
less than 4; an easy query is defined to be a query with the number of relevant docu-
ments more than 20; and a query with the number of relevant documents between 4
and 20 is regarded as a normal query. We compare the performance of RankSVM and
our approaches at the three difficult levels. The query distribution with different num-
ber of relevant documents of MQ2007 is shown in Fig. 4, and the results in terms of
various difficulty levels are shown in Table 3.

250

200 -+

150 -
#query

100 +-

so it -

0 T T T T T T T T T T
0 5 10 15 20 25 30 35 40 45 50

Number of relevant documents per query

Fig. 4. Query distribution with different number of relevant documents in MQ2007

In Fig. 4, we can find there are lots of queries with zero relevant documents, so we
could ignore these queries in Table 3. According to our statistics, the ratios of queries
at the hard, normal, and easy levels in MQ2007 are 17%, 47% and 21%, respectively,
and their distributions in MQ2008 are 38%, 31%, and 2%, respectively.

' TREC hard track: http://trec.nist.gov/data/hard.html
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Table 3. Comparison of performance (MAP) at different levels of query difficulty in LETOR 4

MQ2007
Hard (17%) Normal (47%) Easy (21%)
RankSVM 0.3287 0.5085 0.8204
SelectRanker 0.3296 0.5106 0.8192
Transform 0.3303 0.5107 0.8187
MQ2008
Hard (38%) Normal (31%) Easy (2%)
RankSVM 0.5697 0.7425 0.7935
SelectRanker 0.5790 0.7490 0.7918
Transform 0.5871 0.7394 0.7820

In Table 3, we use bold to emphasize the cases in which our approaches are better
than the baseline. We can find that our approaches perform worse than RankSVM in
easy queries. But the performances of our approaches are better than RankSVM in
hard and normal queries. This is an important property because doing well in hard and
normal queries will have higher user satisfaction. If we can find relevant documents
when the relevant documents are paucity, user may feel happier. We believe that this
advantage comes from the nature of aggregation approaches. Aggregation approaches
can utilize many local models to prevent very bad ranking results especially when
relevant document is scarce. We discuss this point by presenting the results of some
queries shown in Table 4.

Table 4. The average precision of some queries and their query terms

# Query terms firclevant RankSVM SelectRanker Transform
document
1 i wish i wa in the land of cotton 1 0.14 0.20 0.25
2 venom mammal 1 0.25 0.33 0.50
3 north dakota deer hunt 1 1.00 0.50 0.50
4 polyest carpet 2 0.19 0.32 0.36
5 jame patrick connelli 5 0.21 0.33 0.32
6 how to stop smoke 11 0.29 0.34 0.45
7 thing to do Georgia 24 0.79 0.58 0.58

In Table 4, the AP in bold means our approach outperforms RankSVM, and under-
line of word in query terms means the query term is misspelled. We can find that the
performance of our approaches is better than RankSVM when query term lose alpha-
bets. For example, the word “was” is misspelled as “wa”, “polyester” as “polyest”,
and “connelly” as “connelli’. Those examples demonstrate an aggregation approach

can prevent very poor performance. On the other hand, an aggregation approach is not
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as good as the baseline when the baseline has very high AP. This is also the nature of
aggregation approaches because some non-relevant local models are introduced. How
to filter out non-relevant local models is the key to improve the aggregation
approaches.

4 Related Work

Many learning to rank techniques have been proposed such as RankSVM [1], Ada-
Rank [2], Topical RankSVM [8], ListNet [3] and RankBoost [9]. These algorithms
can be classified in terms of different criteria. The first four algorithms are classified
as linear models because they result in a linear ranking function. On the other hand,
RankBoost is classified as non-linear model because it combines base learners to rank
documents. Researchers also classify the learning to rank algorithms into point-wise,
pair-wise, and list-wise approaches [10] based on the way the learners use the training
data. RankSVM uses the information of pair of q-d pairs to train learner, so it is a
pair-wise approach. ListNet use the ranked list information to train learner, so it is a
list-wise approach. Aggregation algorithm, which builds on the top of base learners
and integrates base learners’ results to produce final ranking, is a special type of algo-
rithms among these classifications.

Dwork et al. [11], Peng et al. [5] and Farah and Vanderpooten [12] proposed rank
aggregation approaches to enhance web systems. The meta-search approaches [11]
can be viewed as aggregation approaches, in which they aggregate results from differ-
ent search engines. The difference between these aggregation approaches and our
approaches is the use of base learners. They all use global models as base models. In
general, if base learners have good results for all different kinds of queries, aggrega-
tion approach can produce better results. Our approaches use local models as base
models. Although we do not have a rigid experimental comparison, we believe that
the performance of aggregating local models has a higher upper bound than that of
aggregating global models. We leave this issue as future work.

Bian et al. [8, 13] and Fan et al. [14] also adopt aggregation approaches. Their
works used learning approaches to find best weighting scheme in clusters [8, 14] and
pre-defined query categories [13].

Geng et al. [4] proposed a good local model approach named as query-dependent
approach. Their approach of generating query representation is much like the algo-
rithm we used in Algorithm 1, but they used K-nearest-neighbor to select similar
queries and dynamically generated local models from those similar queries. We use
fixed number of local models instead.

5 Conclusion

In this paper, we propose three query dependent ranking approaches to improve re-
trieval performance, and the experiments show our approaches are better than all
LETOR rank aggregation approaches and are comparable to global machine learning
techniques. We conduct many detail analyses on the proposed approaches, and find



12 H.-Y. Lin, C.-H. Yu, and H.-H. Chen

that our approaches perform well in hard and normal queries. We also found that se-
lecting the ideal local model has a very high upper bound, and there is a lot of room to
improve this kind of approaches. Finally, our analyses showed that query representa-
tion and filtering out non-relevant local models are two key issues to improve perfor-
mance of using local models.

Several issues need to be further studied in the aggregation framework. The alterna-
tive ways to represent a query, the other learning approaches to select local models,
and some further methods to filter out non-relevant local models will be explored in
the future work.
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Science Council (Taiwan) under the contract NSC 98-2221-E-002-175-MY3.
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Abstract. Estimating the probability of relevance for a document is
fundamental in information retrieval. From a theoretical point of view,
risk exists in the estimation process, in the sense that the estimated
probabilities may not be the actual ones precisely. The estimation risk
is often considered to be dependent on the rank. For example, the prob-
ability ranking principle assumes that ranking documents in the order
of decreasing probability of relevance can optimize the rank effective-
ness. This implies that a precise estimation can yield an optimal rank.
However, an optimal (or even ideal) rank does not always guarantee
that the estimated probabilities are precise. This means that part of the
estimation risk is rank-independent. It imposes practical risks in the ap-
plications, such as pseudo relevance feedback, where different estimated
probabilities of relevance in the first-round retrieval will make a differ-
ence even when two ranks are identical. In this paper, we will explore
the effect and the modeling of such rank-independent risk. A risk man-
agement method is proposed to adaptively adjust the rank-independent
risk. Experimental results on several TREC collections demonstrate the
effectiveness of the proposed models for both pseudo-relevance feedback
and relevance feedback.

Keywords: Probability of Relevance, Estimation, Risk Management,
Ranking-Independent Risk, Language Modeling.

1 Introduction

A main aim of IR is to determine the relevance of each document in a col-
lection with respect to the user’s information need (represented as a query).
Relevance has been regarded as a concept in a probabilistic view for decades [§].
The probability ranking principle (PRP) justified that ranking documents in
the order of decreasing probability of relevance can optimize the rank effective-
ness [TTIT2]. This implies that a precise estimation for the probability of relevance
can yield an optimal rank and the rank effectiveness can empirically indicate the
quality of the estimation. Many retrieval models that explicitly or implicitly
estimate the probability of relevance are mainly for the ranking purpose. For
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instance, the classical probabilistic models [I2] usually estimate the odds-ratio
of the probability of relevance. The final relevance scores are often obtained
via some rank-equivalent and approximate calculations. The language modeling
(LM) approaches [T0/I5] can also be considered as estimating the probability of
relevance under the generative relevance framework [4].

However, a fundamental research problem arises: can an optimal (or even
ideal) rank guarantee that the estimated probabilities are precise and without
a risk? For instance, suppose that based on the actual relevance judgements of
a group of users, the probabilities of relevance for two documents d; and dy are
p1 = 0.74 and ps = 0.26, respectively. Therefore, the correct rank is d; at first
and then dy. Assume that we have two sets of estimated probabilities by two
models. One model gives p; = 0.71 and py = 0.29, while the other gives p; = 0.92
and po = 0.08. Both models give a correct rank. However, the second model
overestimates d; and underestimates do. Theoretically, this example indicates
that part of the estimation risk could be independent of the rank.

The rank-independent risk is not only of theoretical importance for risk mod-
eling, but also for a wide range of retrieval tasks, where the initial estimation for
document relevance is not the final decision. For example, in pseudo-relevance
feedback (PRF), the estimated relevance probabilities from the first-round re-
trieval largely determine the document weights used for query expansion and
thus play an important role in the PRF models [5]. In meta-search [7], as an-
other example, the relevance scores or probabilities obtained from different search
engines should be fused before the final estimation for the document relevance.
Therefore, it is necessary to control the estimation risk at the very early stage
before it spreads and gets more complicated in the later stages.

It is important to clarify that the rank-dependent risk refers to the rele-
vance probability estimation risk that can influence the rank, while the rank-
independent risk does not. Since in practice the ideal rank is usually unavail-
able, both types of risks may exist in the estimated relevance probabilities. In
this paper, we focus on the latter, which, to our best knowledge, has not yet
been paid much attention in the literature. Therefore, we aim to single out the
effect of the rank-independent risk associated to the different estimated relevance
probabilities when two resultant ranks are identical.

We propose an easy-to-implement risk management method to adjust the
rank-independent risk adaptively for an estimated probability distribution. For
a given retrieval model, the proposed method can be regarded as the micro-
level adjustment, as opposed to the re-ranking approaches (tackling the rank-
dependent risk). The latter can be regarded as the macro-level adjustment and
is out of the scope of this paper. Our proposed method is applied and evalu-
ated in the pseudo-relevance feedback and relevance feedback. The hypothesis
is that the management of the rank-independent risk associated to the esti-
mated probabilities in the first-round retrieval can improve the performance of
the second-round retrieval. Experimental results on several large-scale TREC
collections have shown the effectiveness of our method.
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2 Literature Review

Researchers have paid much attention to the probabilistic characteristics of rel-
evance [8] over decades. The probabilistic ranking principle (PRP) [I1] suggests
that the document ranking in the order of decreasing probability of relevance of
documents can give the optimal rank effectiveness (e.g., in terms of the expected
precision [11]) and minimize the overall risk [13]. The risk here refers to the re-
trieval risk [11/13], which is based on the loss function associated with a decision
on whether or not to retrieve a document. Therefore, the retrieval risk is closely
related to the rank effectiveness. The risk minimization framework [B/16] sug-
gests that the optimal ranking strategies can be obtained through considering
suitable loss functions in different IR tasks, and the retrieval risks are formu-
lated not only in terms of relevance, but also other factors such as novelty and
redundancy. In this paper, we focus on relevance only and leave the extension
to other factors as future work.

Recently, several approaches have been proposed for modeling the risk in es-
timating relevance probabilities or scores. In [I7], it is argued that the formula-
tion in most estimates of document relevance only provide the point estimation,
i.e., the mean, but ignoring the second-moment estimation, i.e., the variance.
The variance in computing the relevance score of each individual document can,
however, reflect the uncertainty of the corresponding estimation [I7]. Wang and
Zhu [14] integrated the similar relevance estimation’s uncertainty and the inter-
document dependency into a Portfolio Theory (PT) based framework. In the
above two models, a parameter is involved to adjust the level of uncertainty of
the relevance estimation. Different parameter settings can yield different doc-
ument rankings, thus presumably satisfying different kinds of user preference,
or different performance metrics for different IR tasks [I7/14]. It turns out that
in the literature, little attention has been paid to the modeling of the rank-
independent risk, which is the aim of this paper. Our main contributions are:

— We propose to study the rank-independent risk in estimating the probability
of relevance.

— A risk management method is proposed to control such risk.

— The above method has been effectively applied to pseudo-relevance feedback
and relevance feedback.

3 Rank-Independent Risk Modeling

The probability of relevance of each document corresponds to one basic retrieval
question [4]: what is the probability of this document d being relevant to a query
q? Accordingly, it can be formulated as p(r|d,q) [12]. Let p(r|d,q) denote the
estimated probability of p(r|d, ¢). Once we obtain p(r|d, ¢), assuming a uniform
prior p(d), we can normalize it as

p(rld, q)

Sald) = 5 L B(lrld’q)

(1)
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where D is the document set. This normalization is for the further analysis on
the estimated relevance probabilities for all the documents in D. S;(d) denotes
the estimated relevance probability (after normalization) of the document d with
respect to the query ¢. Let S; denote the estimated relevance distribution for all
the documents in D.

Our proposed rank-independent risk modeling is expected to be applicable
to most retrieval models that can estimate the probability of relevance. In this
paper, our focus is on the language modeling (LM) approaches [I0JI5]. Lafferty
and Zhai [3/4] linked the LM approaches to the probability of relevance p(r|d, q).
As explained in the introduction, we are going to explore the rank-independent
risk associated with any two rank-equivalent relevance distributions. Therefore,
we first show two rank-equivalent LM approaches as follows.

3.1 Rank-Equivalent LM Approaches

The query-likelihood (QL) approach [10/15] is a standard language modeling
(LM) approach for the first-round retrieval. It is formulated as:

plalé) = [T o) ©)

where p(q|64) is the query-likelihood, ¢ = q1q2 - - - gm, is the given query, m, is
¢’s length, and 6, is a smoothed language model for a document d.

The Negative KL-Divergence (ND) [3] between the query language model 6,
and document language model 6, is formulated as

_D(9q|9d) = —H(Hq, ed) + H(eq) (3)

where H (0,,04) is the cross entropy between 6, and 04, and H () is the entropy
of the 0. According to the deviation in [3/9], if a maximum-likelihood estimator
is used to estimate the query language model 0,, then

H(0,.00) = ogp(alf). (4)
Mg
The above equation shows that —H (6, 84) is logarithmically proportional to the
query-likelihood p(q|6q). This means that —H (64, 604) and p(q|04) are equivalent
in terms of ranking documents. Since in Eq. B} the H(6,) is independent of
document ranking, it turns out that negative KL-divergence is rank-equivalent
to the query-likelihood approach.

3.2 Difference between the Two Rank-Equivalent Estimations

We now present the difference between the two document relevance distributions
estimated by the QL model and ND model. For a given ¢, the document relevance
distribution estimated by the QL model is denoted as:
04)
SQL(d) _ p(Q| (5)
a Zd/epp(qw@l’)
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where D is a set consisting of all concerned documents.
The document relevance distribution estimated by the ND model can be de-
fined as the normalized exponential of the negative KL-divergence:

exp{—=D(00a)}
2wep &XP{=D(04[04))}
The exponential transformation (i.e exp{}) is to transform the divergence value

to a probability value. Since the H(6,) in Eq. Blis a constant for every d € D, it
can be eliminated in the normalization process of Eq. [l We then get

Sp () = (6)

gvog — . PHOD)  lplalha)
SaeoeP{=HOn00)} 5, io(qlf)] s

After normalizing p(q|0a) by Zqr (i-e. >4 cpp(ql0ar)), we have

V(4 plalba)/Zan) ™ [SPE(@)
 Sweplldlfe)/Zanl Saep S

It shows that in the estimated ND distribution S é\’ D the relevance probabilities

(®)

are raised to the powers of niq of S@L(d), turning to [SL*(d)] ma before normal-
ization. As a result, compared with the QL relevance distribution in Eq. Bl the
ND relevance distribution in Eq.[fis often more smooth, in a sense that there are
less very large or very small probabilities. We will show in the next section that
the rank-independent risk of a relevance distribution is related to its smooth-
ness. The powers-based idea in Eq. Bl then motivates the distribution remodeling
process of our proposed risk management method (detailed in Section B.4).

3.3 Entropy-Based Risk Measurement

In our work, the concerned probability distribution is the estimated document
relevance distribution S, (see Eq. [ generated by a retrieval model. For in-
stances, S, can be S(?L (see Eq. B) or SXP (see Eq. B). The entropy of an
estimated Sy is defined as:

— " S,(d)log S,(d) 9)

deD

where H is the Shannon entropy of the distribution S;, and D is the document
set, which can be the whole document collection or the top n ranked documents.
The entropy H(S;) generally indicates the smoothness of the distribution Sj.
In general, the larger entropy of S, implies a higher degree of smoothness, i.e.,
there are less probabilities which are relatively too large or too small in S,.
Our assumption here is that the larger the entropy (i.e., the higher degree of
smoothness) is, the less rank-independent risk would be with the corresponding
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distribution, if true relevance judgements are not available to support the ratio-
nality of some too large or too small relevance probabilities. In this case, a higher
risk would be posed, if a document with relatively too small/large probability is
actually relevant /irrelevant.

Let us further illustrate the intuition of this assumption through an example.
Given two documents d; and ds, suppose two models give different estimations
(p1=0.71 p2=0.29) and (p}=0.92 p,=0.08), respectively, for (dy, d2). The first
distribution (0.71, 0.29) is more smooth than the second one (0.92, 0.08). If
we do not have any relevance judgements of document d; and ds, the possible
(binary) relevance judgements for (di, d2) can be (1, 1), (1,0), (0,1) and (0,0),
where 1 denotes relevance and 0 denotes irrelevance. We can see that only in the
second case, i.e., (1,0), it is sure that d; is more relevant than ds and it would be
reasonable that d;’s probability is much bigger than that of do. However, in all
other possible cases, the first distribution (which is more smooth) is better than
the second one. Specifically, in the cases (1,1) and (0,0), there is no distinction
between two relevance judgements, suggesting that the smoother distribution is
safer. In the case (0,1), it turns out that d; should not have too large probability.
Thus, the first distribution has a less risk since it is better in most (3 out 4) cases.

3.4 Powers-Based Risk Management (PRM) Method

We will present a novel risk management method and provide a theoretical anal-
ysis to show that the method can make every pair of probabilities in an estimated
distribution become more smooth so as to reduce (overall) rank-independent risk
(without changing the original document rank). This method can remodel an
estimated distribution and the remodeling method is motivated by the powers-
based idea described in Eq. [l Specifically, given a retrieval model and its es-
timated document relevance distribution S;, the remodeling method will raise
every probability in S, to the powers (f(¢)) and then normalize the revised
probabilities. It can be formulated as:

G- 1S
Zd'eD[Sq(d/)] J@o

where :9; denotes the remodeled distribution, and the powers f(g)(> 0) is a
function for the query ¢. f(¢) can not only be m, in Eq.[8 but also can be other
functions (detailed later). Here, we first explain the relations between this re-
modeling method and the rank-independent risk measurement. This remodeling
algorithm preserves the original document rank and has a property described in
Proposition [I] (See Appendix A for the formal Proof). This proposition proves
that in Eq.[I0 the bigger f(g) value (i.e. b in the Proposition), the smaller the
relative difference between any two probabilities in the distribution :9; and thus
the higher degree of overall smoothness of the distribution.

(10)

Proposition 1. Given a distribution Sq, suppose Sq(d;) and Sq(d;) are the
estimated relevance probabilities of any two document d; and dj, respectively.
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If 0 < a < b, then the relative difference between [Sy(d;)]» and [Sy(d;)]» should
be smaller than that between [S,(d;)]« and [Sy(d;)] .

Intuitively, a bigger f(q) value will exclude too large or too small probabilities
in the distribution :9;, making the distribution become smoother. Thus, we can
draw the observation that in Eq. I:IIIL the bigger the f(q) value is, the larger the
entropy H (Sq) of the distribution S will be. This has been verified based on
several probability distributions (e.g., exponential distribution) and estimated
document relevance distributions from the TREC data.

In this paper, we adopt two options for f(q), each corresponding to an in-
stantiated algorithm of our method. The first option is m, as used in the Eq.[§
where my is the length of query g. We denote this option as

fnplg) =myq (11)

Since m, is often greater than 1, it turns out that the estimated distribution
(i.e. SNP(d) in Eq.B) by the ND model is often more smooth than the one (i.e.
S(?L(d) in Eq.B) by the QL model.

The second option of f(gq) can be an adjustable parameter A as follows:

falg) =2 (A>0) (12)

This option allows us have different remodeled distributions and a bigger A
generally leads to a smoother remodeled distribution.

4 Application

The proposed Powers-based Risk Management (PRM) method (in Eq. I0) can
be viewed to some extent as a micro adjustment (or called fine adjustment) for
the estimated document relevance distribution. Generally, the applications of the
proposed method are those tasks where the initial estimation of the document
relevance is not the final decision. In this paper, the tasks we focus on are the
pseudo-relevance feedback (PRF) and the relevance feedback (RF), where the
relevance estimation in the first-round retrieval can indicate feedback documents’
weights used in the second-round retrieval.

Relevance Model (RM) [5] is a typical language modeling approach for the
second-round retrieval. For each query ¢, based on the given document set D
(ID| = n), the RMY is formulated as:

P(w|9R) _ Zp(w|0d) p(q|0d)p(0d) (13)

deD > arep P(ql0a)p(0a)

where p(w|fr) is the estimated relevance model, p(64) is d’s prior probability. A
number of terms with top probabilities in p(w|@gr) will be selected to estimate

! This formulation is equivalent to RM1 in [f].
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the expanded query model, which is then used for the second-round retrieval. In
the RM [5], the document prior p(6y) is often assumed to be uniform. It turns out
that the estimated document relevance distribution (i.e. S2¥(d) in Eq.[) by the
QL model plays an important role in the RM, since theoretically it distinguishes
RM from a mixture of document language models (say » ;. p p(w|0a)).

The Relevance Model was initially derived for the PRF task, where the doc-
ument set D is set as the top n retrieval documents in the first-round retrieval.
It can also be used in the RF task [I], by selecting all the truly relevant doc-
uments (based on the relevance data available for the standard benchmarking
collections) in top n documents as the document set D in Eq.

For both PRF and RF tasks, the risk management method will remodel the
distribution SqQL (see Eq. [) obtained from the first round retrieval by the QL
model. Our hypothesis is that the management of the rank-independent risk in
the distribution S,?L could improve the retrieval performance of both tasks.

We would like to mention that other factors, e.g., the query-drifting after
query expansion [2] or the combination coefficient for the feedback model [6],
etc., also have a direct influence on the rank performance of the PRF and RF
tasks. However, in this paper, we mainly focus on the usefulness of managing
the rank-independent risk in estimating relevance probabilities of documents.

5 Empirical Evaluation

5.1 Evaluation Configuration

Evaluation Data. The evaluation involves three standard TREC collections,
including WSJ (87-92, 173,252 docs), AP (88-89, 164,597 docs) in TREC Disk
1 & 2, and ROBUST 2004 (528,155 docs) in TREC Disk 4 & 5. Both WSJ and
AP data sets are tested on queries 151-200, while the ROBUST 2004 is tested
on queries 601-700. The title field of the queries are used. Lemur[9] 4.7 is used
for indexing and retrieval. All collections are stemmed using the Porter stemmer
and stop words are removed in the indexing process.

Evaluation Set-up. The first-round retrieval is carried out by a baseline lan-
guage modeling (LM) approach, i.e., the query-likelihood (QL) model [I5JI0] in
Eq.[2l The smoothing method for the document language model is the Dirichlet
prior [15] with p = 1000, which is a default setting in Lemur toolkit, and also a
typical setting for query-likelihood model.

After the first-round retrieval, the top n ranked documents are selected as
the pseudo-relevance feedback (PRF) documents for the PRF task. The truly
relevant documents in the PRF documents are selected as the relevance feedback
(RF) documents for the RF task. We report the results with respect to n = 30.
Nevertheless, we have similar observations on other n (e.g., 50, 70, 90). The
Relevance Model (RM) in Eq. 3] is selected as the second baseline method,
where the document prior is set as uniform. The number of expanded terms is
fixed as 100. 1000 retrieved documents by the KL-divergence model are used
for performance evaluation in both the first-round retrieval and second-round
retrieval.
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Table 1. Overall Pseudo-relevance Feedback Performance

MAP (chg) WSJ8792 AP8889 ROBUSTO04
LM 0.3127 0.3058 0.2880
RM 0.3720 (+0.1896%)  0.3864 (+0.2636%) 0.3324 (+0.1542%)

PRM ND  0.3765 (4+0.2040%)  0.4034 (40.3192°7) 0.3443 (+0.1955%7)
PRM A 0.3837 (+0.2271°") 0.4064 (4-0.3290>7) 0.3439 (+0.1941%7)

Improvements at significance level 0.05 over LM and RM are marked with a and 3, respectively.

Table 2. Overall Relevance Feedback Performance

MAP (chg) WSJ8792 AP8889 ROBUSTO04
RM 0.4420 0.4493 0.4228
PRM ND  0.4844 (+0.0959°)  0.4913 (+0.0935%) 0.4736 (40.1202°7)

PRM X 0.4929 (+0.1152°7) 0.4972 (+0.1066°") 0.4818 (+0.1395°7)

Improvements at significance level 0.05 and 0.01 over RM are marked with 3 and =, respectively.

The Mean Average Precision (MAP), which reflects the overall rank perfor-
mance, is adopted as the primary evaluation metric. The Wilcoxon signed rank
test is the measure of the statistical significance of the improvements over base-
line methods.

Evaluation Procedure. We aim to test the performance of different Powers-
based Risk Management (PRM) algorithms (see Section B4)). We denote these
algorithms (corresponding to fyp(q) and fi(¢)) as PRM ND and PRM A, re-
spectively. For both PRF and RF tasks, the risk management method will re-
model the estimated document relevance distribution, i.e., the SqQL in Eq. B
Then, the remodeled document relevance distribution will be input to the RM
to construct the expanded query model for the second-round retrieval. Note that
the PRM ND is to remodel the S(?L in the first-round retrieval.

5.2 Evaluation on Risk Management Method for PRF Task

The experimental results for different PRM algorithms are summarized in Ta-
ble [l We can easily observe that RM significantly outperforms LM on every
collection, which demonstrates its effectiveness for the second-round retrieval.

For PRM ND, we can observe that PRM ND can improve the RM on every
collection, and the improvements are statistically significant on AP8889 and
ROBUST2004 collections. This indicates that if we transform the negative KL-
divergences to probabilities, these transformed probabilities can be used as the
document weights in the RM, for which the document weights are usually from
the query-likelihood model.

For PRM A, the results show that the PRM A with its best A can significantly
improve RM. It is also necessary to test PRM \’s performance on different .
Recall that the bigger the A is, the smoother (i.e., with larger entropy) the remod-
eled probabilities are. The pseudo-relevance feedback performance of PRM \ are
shown in Fig. [l from which we can generally conclude that when A > 1 (i.e. to
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Pseudo-relevance Feedback Pseudo-relevance Feedback Pseudo-relevance Feedback

mAP
map
map

Relevance Feedback Relevance Feedback Relevance Feedback

map

(a) WSJ8792 (b) AP8889 (c) ROBUST2004

Fig. 1. The performance (y — azis) of PRM X in the PRF task (the first row) and the
RF task (the second row), where the value of A (z — awis) is in [0.2, 4] with step 0.2

smooth the original probabilities in S(?L (d) in Eq.[H), PRM X can significantly
improve RM. On the other hand, when A < 1 ( i.e., to force the original prob-
abilities to be less smooth), the performance is always below that of the RM.
Since the results usually reach a peak and then drop down, we can not say that
the smoother estimated relevance probability distribution entails the better PRF
performance.

5.3 Evaluation on Risk Management Method for RF Task

This experiment is to test the performance of our PRM algorithms in the RF
context. Note that the involved documents in the RF task are all relevant (i.e.
with the same relevance status 1). Therefore, a more smooth relevance distribu-
tion over documents would have less risk.

The results are summarized in Table 2l We can observe that PRM ND can
significantly improve RM on all collections. In some cases, the significance level is
0.01. For PRM A, the results show that the PRM A with A = 4 can significantly
(with significance level 0.01) improve RM on all collections. Concerning the in-
fluence of different A on PRM X’s performance, Fig.[dlshows that the larger the A
is, the less the rank-independent risk would be and hence the better performance
can be achieved.

This further indicates the importance of managing the rank-independent risk.
In above experiments, we can observe that with the same ranking different esti-
mated probabilities can have quite different impact on the next-round retrieval
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performance. It also shows that the remodeling algorithm is effective in reducing
the rank-independent risk.

6 Conclusions and Future Work

In this paper, we propose to look at the rank-independent risk in estimating
the probability of relevance. This paper aims to answer how to compare the
estimation risks between two rank-equivalent retrieval models, and how properly
modeling of such risk can improve the retrieval performance.

Specifically, we first show that even though two language modeling approaches
(i.e., QL and ND models) are rank-equivalent, their estimated relevance distri-
butions are different and the distribution of the ND model is more smooth than
the one of the QL model. In addition, a risk management method, which is
based on the powers-based remodeling idea motivated from the distribution dif-
ference (see Eq.[) of QL and ND models, is proposed to generally manage the
rank-independent risk for a given retrieval model. We apply the proposed risk
management method to the pseudo-relevance feedback and relevance feedback.
Experimental results on several TREC collections demonstrate the effectiveness
of the proposed method.

In the future, it would be very interesting to derive an optimization method
to automatically obtain the optimal A of PRM X for different query. To this
end, machine learning algorithms could be helpful . In addition, we would like
to incorporate relevance judgements from users/assessors into the risk modeling
and management process. For example, we can add some constraints designed
by using relevance judgements or implicit feedback features that can indicate the
document relevance. Moreover, in the pseudo-relevance feedback task, we would
consider how to implement the rank-independent risk management after the first-
round retrieved documents are re-ranked. Furthermore, we are also interested to
incorporate the proposed risk modeling into the score distribution calibration
for the classical probabilistic models.

Appendix A: Proof for Proposition 1

Proof. For simplicity, in this proof, let S; and S; denote S4(d;) and Sq(d;),
respectively. Without loss of generality, we assume that S; > .S; > 0. Then, we
have

(SP =S7)/S) _ (Si/S))b —1
(Sg —8g)/Sy  (Si/5;)« =1

Since (S;/S;)>1and 0< | <!, we get 1=(S:/5;)° < (S;/S;)» <(S;/S;)a. This
means that the right hand side of Eq.[I4]is less than 1. Therefore, we have

(s~ 5))/8;
(S —S})/s)

(14)

<1 (15)

The proposition then follows.
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Abstract. Modelling the score distribution of documents returned from
any information retrieval (IR) system is of both theoretical and practical
importance. The goal of which is to be able to infer relevant and non-
relevant documents based on their score to some degree of confidence.

In this paper, we show how the performance of mixtures of score
distributions can be compared using inference of query performance as a
measure of utility. We (1) outline methods which can directly calculate
average precision from the parameters of a mixture distribution. We (2)
empirically evaluate a number of mixtures for the task of inferring query
performance, and show that the log-normal mixture can model more
relevance information compared to other possible mixtures. Finally, (3)
we perform an empirical analysis of the mixtures using the recall-fallout
convexity hypothesis.

1 Introduction

Analysing the document scores returned from information retrieval (IR) systems
is a very useful, yet challenging problem. Work in this area can be dated back to
the early days of IR [16]. Modelling the document scores returned for different
queries (and from different systems) is an important task because it has been
noticed that the distribution of relevant document scores is different than that
of non-relevant document scores. For example, if given the entire score distribu-
tion (SD) returned from a system, the distribution of relevant documents could
be accurately determined, it would be particularly useful for automatic query
performance prediction and/or meta-search (fusion) tasks [8/4]. Regardless, the
problem of correctly modelling the distribution of relevant and non-relevant doc-
uments remains an open, and theoretically important, area in IR.

Over the last decade, the predominant distributions [I] for modelling relevant
and non-relevant document scores have been a normal and an exponential re-
spectively. There has been relatively little justification as to why relevant and
non-relevant document scores should be drawn from two different families of
distributions. Nevertheless, these distributions have best fit the data for many
years now. More recently, it has been suggested that the normal-exponential
mixture is not theoretically valid under certain assumptions [14], and in fact, a
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© Springer-Verlag Berlin Heidelberg 2011
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more theoretically valid approach might be to model the scores using two gamma
distributions [9].

This paper deals with determining the best distribution for use in a mixture
model by using the inference of performance (i.e. average precision) as a measure
of wtility, when relevance information is available. While the task of inferring
average precision might be viewed as only one measure of utility, it is one of the
most important tasks in IR. This measure of utility is very important as it is
linked to a model’s ability to accurately model the relevance contained within,
and is not only of practical concern but is of theoretical importance. We show
that the log-normal distribution is the best distribution to use in a mixture
model of score distributions for both goodness-of-fit and wutilty.

The remainder of the paper is organised as follows: Section 2 reviews related
work on modelling document score distributions. Section 3 outlines four mixture
distributions used in this paper, before the formulae for calculating the average
precision from a mixture model are introduced. Section 4 presents empirical re-
sults comparing the four mixture models for a number of metrics when relevance
information is known. Section 5 presents an empirical analysis of the four mix-
tures based on Robertson’s recall-fallout convexity hypothesis. Finally, section
6 outlines our conclusions and future work.

2 Related Research

In this section, we review related work in document score distributions.

2.1 Related Work

Early work into SD modeling has shown that the distribution of relevant doc-
uments somewhat follows a normal curve [I6]. Approaches over the years have
tried various curves and ‘fits’ to try and uncover the underlying distributions.
More recent work has shown that modelling relevant and non-relevant document
scores using a normal and exponential distribution respectively, fits for the scores
at the head of the ranked list (i.e. top 1000 documents) [1]. Indeed, this has been
the predominant trend over recent years [14].

Others have addressed more theoretical aspects of the underlying distribu-
tions, and have developed hypotheses under which certain distributions can be
theoretically rejected [14]. The aforementioned work develops a recall-fallout hy-
pothesis which states that the recall-fallout curve for good systems should be
upper convex and has shown that if the probability ranking principle [I3] holds,
then certain distributions should be rejected on theoretical grounds. Further
work [2] has hypothesised that a theoretically valid distribution must be able to
approach the Dirac delta function (i.e. it must be able to approach an impulse
under which the entire mass of documents can reside).

Some of the theoretical problems associated with the infinite support that
some distributions allow were addressed recently [I] using truncated forms of
distributions. Some novel approaches [10] to modelling the score distribution
have used multiple normal distributions for the relevant documents and a gamma
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distribution of the non-relevant ones. This approach uses these distributions
because they are a good ‘fit” given the data. Important work in analysing the
generation process (i.e. ranking functions) of document scores and their resultant
distributions has also been conducted [9]. On a practical note, research has been
conducted to use the score distributions for data fusion [12] and score threshold
optimisation [1].

2.2 Contributions

This work has a number of contributions. Firstly we show how average precision
can be inferred from a mixture distribution. Secondly, we conduct an extensive
evaluation of several mixture models for a number of metrics (one of which is
the task of inferring average precision accurately), and advocate the use of the
log-normal model in particular. Interestingly, we show that the best method of
estimating parameters for the task of inferring average precision, is the method of
moments (MME), rather than maximum likelihood estimates (MLE). Finally, we
show that the despite its superior performance the log-normal mixture does not
adhere to Robertson’s recall-fallout convexity hypothesis as well as the gamma
mixture.

3 Models

In this section, we present four mixture distributions used in this paper to model
the scores of both relevant and non-relevant documents.

3.1 Assumptions and Restrictions

Consider an IR system that retrieves a returned set of N documents, and thus N
scores given a query (Q). Firstly, we assume that an IR system ranks documents
independently of each other, in accordance with the probability ranking principle
(PRP) [13]. While this may not be true for certain systems (e.g. for those that
wish to promote diversity), it is a widely held principle in IR. Secondly, we
assume a binary view of relevance. While score distributions can be modelled
as mixtures of a multiple of differently graded relevance distributions, this work
only models a binary view of relevance.

We used the following two criteria to select the distributions that are pre-
sented in section 3.2. Firstly, under on the strong SD hypothesis [2], the distri-
bution of both relevant and non-relevant documents should be able to approach
Dirac’s delta function (these distributions are valid under that hypothesis). And
secondly, there is no theoretically valid reason why relevant and non-relevant
documents should be drawn from two different families of distributions, given
that the document score of relevant and non-relevant documents is generated
using the same process (ranking function) within an IR system.
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3.2 Mixture Distributions

The distributions that we consider are the normal distribution (), the expo-
nential distribution (E), the log-normal distribution (L), and the gamma distri-
bution (G) [LI]. For most of the mixtures outlined in this section both relevant
and non-relevant documents are modelled using the same distribution. We only
include the normal-exponential (N; Ey) mixture as it has been used in many
studies to model score distributions for various tasks. Therefore, the next step
is to outline the mixture model that can be used in conjunction with any dis-
tribution. For most mixtures, we model both sets of documents using the same
distribution, where P(s|1) is the pdf (probability density function) for the scores
(s) of relevant documents, and P(s|0) is the pdf for the scores of non-relevant
documents. Therefore, similar to previous approaches, the document score dis-
tribution can be thought of as a mixture of relevant and non-relevant documents
as follows:

P(s) = (A)- P(s[1) + (1 = A) - P(s]0) (1)

where A = ]I\?‘, is the proportion of relevant documents R in the entire returned
set V. In practice, no form of document score normalisation is necessarily needed
for the upper limit for any of the distributions. Although, negative values are
not supported for the log-normal or gamma distributions, for the information
retrieval models used in this work, the issue of supporting negative scores is not
a problem in practice@.

In this paper, we study four mixtures. Table 1 outlines the mixtures and the
parameters that need to be estimated for each model. For the parameters of
each model, we use the subscript 1 to imply that the parameter is used with the
distribution of relevant document scores, whereas we use the subscript 0 to imply
that the parameter is used with the distribution of non-relevant document scores.
For three of the mixtures, there are a total of five parameters (i.e. the mixture
parameter, two parameters to model the relevant scores and two parameters
to model the non-relevant scores), while the normal-exponential model (N Ep)
has only four parameters. This is important for comparison purposes, as models
(and distributions) with more parameters have more flexibility in modelling the
observed data. Therefore, some models may have less flexible in terms of their
ability to model scores from different systems. Although we have included the
normal-exponential (N7 Ep) model in this study, it is in the authors opinion that
document scores of relevant and non-relevant documents should not be drawn
from two different families of distribution. For the N1 Ey and N1 Ny mixtures, the
MME (method of moments estimates) and MLE (maximum likelihood) estimates
are equivalent. However, for the L Lo and GGy mixtures, the MME and MLE
estimates will lead to different parameter settings.

! The occurrence of negative score can easily be overcome in practice by simply shifting
all scores by some constant factor. In theory, as scores are generated from term-
frequency evidence (bounded by zero), there are some arguments as to why negative
scores should not occur in an IR model.
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Table 1. Composition of Mixtures

Label  Relevant Non-Relevant # of parameters parameters MME = MLE

N1 Ey Normal Exponential 4 11,01,030,A yes
N1 Ny Normal Normal 5 41,01 ,J40,00,A yes
LiLo Log-Normal Log-Normal 5 [41,01,40,00,A no
G1Go Gamma Gamma 5 k1,01,ko0,00,\ no

3.3 Inferring Average Precision

In this section, we will show how average precision (a standard metric for the
effectiveness of a query) can be calculated directly from the mixture of continuous
distributions. Firstly, it is worth noting that average precision is an informative
measure. As average precision can be viewed geometrically as the area under
the precision-recall curve [SE, we know that it summarises the performance over
a large portion of the ranked list, and therefore, conveys a broad view of the
effectiveness of a query. Secondly, it is a stable measure [5], and is probably
the most prevalent metric of both query and system performance used in IR
literature. The interested reader is referred to research which strongly outlines
the theoretical importance of average precision [15].

As recall is the proportion of relevant returned documents compared to the
entire number of relevant documents, the recall at score s can be defined as

follows:
recall(s) :/ A (8/\| ) ds :/ P(s|l)-ds (2)

which is the cumulative density function (cdf) of the distribution of relevant
documents (viewed from oo). Under the distributions outlined earlier for our
model, we know that recall(s) will vary between 0 and 1, (i.e. when s = 0,
recall(s) = 1 as ensured by the cdf). Similarly, the precision at s (the proportion
of relevant returned documents over the number of returned documents) can be
defined as follows:

[T A P(s|1)
ST - P(s1) + (1= A) - P(s]0)
Now that we can calculate the precision and recall at any score s in the range
[0 : 00], we can create a precision-recall curve. Furthermore, as average precision

can be estimated geometrically by the area under the precision-recall curve [3],
the average precision (avg.prec) of a query can be calculated as follows:

precision(s) =

3)

avg.prec() = /0 precision(s) - dr(s) (4)

2 Preliminary experiments have shown that the linear correlation between the actual
average precision and the area under the interpolated precision-recall curve is greater
than 0.95.
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where 7(s) = recall(s) which is in the range [0:1]. This formulation is an elegant
and intuitive way of calculating average precision using the score distributions.
As these expressions are not closed-form, they can be calculated using relatively
simple geometric numerical integration methods.

4 Mixture Performance

In this section we perform a comparative analysis of the four mixture models
across a number of different IR models (i.e. vector space, classic probabilistic,
language model, learned model, and axiomatic model). First, however, we will
motivate our choice of comparison metrics.

4.1 Goodness-of-Fit, Correlation, and RMSE

Usually, the performance of a mixture model is determined by how well the model
‘fits’ actual data. For different fields of study and for different problems, differ-
ent metrics may be applicable. Usually, goodness-of-fit tests (e.g. Kolmogorov-
Smirnov test) are used to either accept or reject certain models as a ‘good fit’.
However, in IR, it is well-known that documents, and therefore document scores,
at the head of a ranked list are more important than those further down the list .
These goodness-of-fit tests do not make a distinction between observations (i.e.
scores) at various locations and they do not measure the amount of relevant
information that can be correctly maintained in the model.

We propose that better mixture models are better able to model the infor-
mation regarding relevance. An intuitive way of measuring this is by trying to
infer the average precision of a query using the model (and its known param-
eters). Average precision is a natural candidate for capturing the performance
(as discussed earlier). Therefore, over a set of topics, the correlation between the
inferred average precision from the mixture model and the actual average preci-
sion of the query from the IR system, gives us a measure of how much relevance
information is contained in each model. From an information theoretic point of
view, it also gives us an indication of how much relevance information is lost
when modelling each ranking with a particular mixture model.

Table 2. Test Collection Details

Collection # docs # topics range
AP 242,918 149 051-200
Test FT 210,158 188 251-450
WT2G 221,066 50 401-450
WT10G 1,692,096 100 451-550

3 Looking at only a part of the ranked list (e.g. documents up to rank 1000) does not
effectively solve this problem.
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4.2 Comparative Analysis

We now compare the four mixture models introduced earlier (i.e. Table 1) over
a range of IR systems and settings. Different distributions may better be able
to model different IR systems and so for a broader comparison, we compared
the four mixtures across five IR models. We chose the vector space model using
pivoted document normalisation (PIV) [7], the probablistic model (BM25) [7], a
language modelling (LM) approach (Jelinek-Mercer smoothing) [I7], a learned
approach (ES) [6], and the axiomatic approach (F2EXP) [7], as these represent
a broad range of classical and more modern ranking functions. Table 2 shows
the test collections used in this research.

Goodness-of-fit. Table 3 shows the Kolmgorov-Smifnoff D-statistid] (a mea-
sure of goodness-of-fit) on each of the collections averaged over the five systems.
The D-statistic measures the maximum distance between the cumulative den-
sity function of the theoretical distribution (i.e. one of the mixtures) and the
empirical distribution (i.e. the actual scores). Firstly, we can see that Table 3
shows that the log-normal model has a significantlyl better fit compared to the
gamma model on two collections for the entire returned set of document scores.
The results also show that the log-normal models fits non-web collections very
well, but the gamma model has a better fit for some IR systems on web col-
lections. The normal-exponential model is the third best model in terms of fit,
while the normal-normal model is particularly poor. We can also see from Table
3 that the MLE parameter estimation technique provides better fits, in general,
than MME.

Table 3. Average Kolmgorov-Smifnoff D-statistic for queries across all systems for
title queries using entire returned set of document scores

MME MLE
Collection N1Eg NiNo LiLo G1Go Li1Lo G1Go
AP 0.4580 0.7062 0.1676 t5 0.2096 0.1549 {5 0.1901
FT 0.3690 0.6946 0.1316 f5 0.1554 0.1181 15 0.1405

WT2G  0.3058 0.7464 0.1197 o 0.1172 5 0.1225 {5 0.1126 {3
WT10G  0.3113 0.7517 0.1315 1 0.1253 4 0.1349 1, 0.1241 14

Correlations and RMSE. Now we analyse the amount of relevance informa-
tion that can be correctly contained within each mixture model across the five
IR systems using correlation measures. Using the MME and MLE approaches

4 As the parameters of the model are estimated from the observed samples, the critical
values of the Kolmgorov-Smifnoff test are invalid. However, we use the D-statistic as
a relative measure to compare the mixtures, and not as a statistical test to accept
or reject the validity of the distribution.

5 t, denotes that the statistic is significantly lower than the next best model using
the same parameter estimation technique for x of the five systems.
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Table 4. Average Spearman (and Pearson in parentheses) correlation between mixture
model’s inferred average precision and actual average precision across five IR systems
for title queries using entire returned set of documents

MME MLE
Mixture N1 Ey N1 Np L1Lg G1Go L1Lg G1Go
AP 0.47 (0.26) 0.56 (0.32) 0.89 (0.84) 0.84 (0.76) 0.80 (0.71) 0.77 (0.66)
FT 0.33 (0.24) 0.55 (0.30) 0.89 (0.81) 0.86 (0.75) 0.83 (0.75) 0.80 (0.67)
WT2G  0.45 (0.32) 0.49 (0.35) 0.83 (0.83) 0.81 (0.81) 0.72 (0.67) 0.73 (0.70)
WT10G 0.39 (0.33) 0.40 (0.07) 0.74 (0.61) 0.66 (0.55) 0.62 (0.46) 0.58 (0.44)

we can estimate the five parameters in each mixture model assuming relevance
information is known (i.e. labelled data). We then compare the correlation of the
inferred average precision (calculated from equation 4) for the mixture model
with the actual average precision from the IR system in question.

Table 4 shows the average Spearman and Pearson correlation of the four
mixture models averaged across the five systemsﬁ. Firstly, it is worth noting that
the correlation coefficients for some of the mixtures are quite high, indicating that
much of the information regarding average precision (relevance) are correctly
modeled by some of the mixtures. We can also see that the mixture model
comprised of a normal and exponential (i.e. the predominant model over the
last decade) is the lowest performing model of the four that we have studied.
The normal-normal model outperforms the exponential-normal model in terms
of utility despite having a worse fit (see Table 3). In general, we can also see that
the log-normal mixture model tends to outperform the gamma model across a
variety of settings and parameter estimation techniques (i.e. for both MME and
MLE estimates). In general, the results show that the log-normal model is the
more general and consistent model for preserving relevance information across a
variety of IR systems.

Table 5 shows the root mean squared error (RMSE ,EI of the inferred average
precision compared to the actual average precision for a set of queries for both the
BM25 and LM systems (the other systems tested showed comparable results).
We can see that the actual average precision predicted by the log-normal model is
closer to the true average precision. While the RMSE is not of major importance
in terms of the predictive quality of a model, it does inform us that the raw
output of the log-normal mixture model is closer to the actual average precision
of a query. The RMSE results of all other IR systems are comparatively similar
to those in Table 5. One reason for this error is that the formulae given for
inferring average precision from score distributions (Section 3.3) will actually
over-estimate the actual average precision value on TREC data due to the fact

% The bold font indicates that the average correlation is higher than the next highest
across all five systems. Statistical tests do not show any difference between the top
two performing mixture models. Statistical tests do show a higher correlation for the
gamma and log-normal models compared to the other mixtures.

" The t denotes that the reduced error is significant compared to the gamma mixture.
A Wilcoxon ranked sign test at the 0.01 level was used.



Measuring the Ability of Score Distributions to Model Relevance 33

Table 5. RMSE of Inferred Average Precision (using MME) compared to two System’s
(BM25 and LM) Actual Average Precison for title queries using entire returned set of
document scores

Mixture N1Eo N1No LiLo G1Go NiEy NiNo LiLo G1Go

BM25 LM
AP 0.227 0.176 0.1157 0.232  0.207 0.159 { 0.170  0.275
FT 0.315 0.270 0.143 ¥ 0.179  0.303 0.361 0.182 1 0.260

WT2G 0.310 0.263 0.159 0.122 ¥ 0.309 0.235 0.091 ¥ 0.141
WT10G 0.234 0.209 0.164 + 0.220 0.214 0.167 0.113  0.239

that recall is calculated as the number of relevant documents in the returned
set, rather than the total number of relevant documents in the collection.

MME vs MLE. Another interesting point is that the MME approach to pa-
rameter estimation consistently outperforms the MLE approach in terms of util-
ity (i.e. for the task of inferring performance as measured by the correlations
in Table 4). However, when all sample observations are treated equally (as for
goodness-of-fit tests), the D-statistic in Table 3 shows that models derived from
MLE are closer to the observed samples. This provides further proof that the
correlation coefficients and goodness of fit tests measure different aspects. As we
are dealing with IR systems, and models of relevance, we argue that a standard
measure of utility is more apt.

5 Recall-Fallout Convexity Analysis

Of the mixtures studied in this paper, we have empirically determined that the
mixture of two log-normals is one of the better mixtures for modelling document
scores for a number evaluation metrics. Furthermore, our results suggest that it
is very robust and can accurately model rankings returned from many systems.
However, it is unclear if this mixture adheres to useful theoretical properties.
In this section, we analyse all of the mixtures using the recall-fallout convexity
hypothesis [I4]. Interestingly, we show that the gamma mixture violates the
recall-fallout hypothesis less often than the log-normal mixture near the head of
the ranked list (i.e. where it is more important).

5.1 Locating Points of Non-convexity

The recall-fallout hypothesis states that as we traverse a ranked-list, the recall
should always be greater than fallout. This seems theoretically justifiable, as
IR systems should at least provide a better than random ranking. Therefore,
when modelling document rankings as continuous distributions, the recall-fallout
hypothesis can be more formally stated as [~ P(s|1)-ds > [~ P(s|0) - ds for
all s. A detailed analysis of the recall-fallout convexity hypothesis for all of
the mixtures studied in this paper (except the two log-normal mixture) can be
found in the original work [I4]. Using notation similar to the original work, the
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convexity condition that must be satisfied to ensure that recall is greater than
fallout for all scores, can be written as follows:

91(s) > go(s) (5)

where
1 df(s)

where f(s) is the probability density function of a particular distribution. Now
assuming this hypothesis to be valid, it would be interesting to see how closely
the better mixture models adhere it.

Gamma Mixture. Therefore, as g(s) = ((k — 1)/s) — 1/0 for the gamma
mixture [I4], the score at which the condition is violated is found by simplifying
the following:

kh—1 1 kg—1 1
-, = 7
S 91 S 90
which simplifies to
0100ko — 0100k
_ U1boko — 01boky 8)
01 — 6o
We can see that if §; = 6y, there are no roots for s, and so no violations occur.
Furthermore, if k&1 = kg, s = 0 and so, the violation occurs at the point at which
both recall and fallout are 1 (which is acceptable). For the two-gamma mixture,
if s > 0, the violation occurs at a score that can be encountered by the mixture,
otherwise the violation does not occur.

Log-Normal Mixture. For the log-normal mixture g(s) =
(u—log(s) —0?)/(s-0?), and therefore, the score at which the convexity
condition is violated is found at:

5 = e(ulffgfuofff)/(l’gfaf) (9)

by following a similar simplification process as the gamma mixture. We can see
that if 01 = 09, the function has no roots, and therefore, no violations (similar to
the normal distribution [14]). If the variances are not exactly equal, a violation
of the convexity condition, will occur at a score above zero. The score at which
a violation occurs can be translated to a point of recall using equation (2).

5.2 Empirical Results and Discussion

We analysed the four mixtures models by calculating the points of recall at which
the convexity condition was violated for each query on the test collections. It
is reasonable to assume that a violation at the head (i.e. low point of recall) of
the ranked list is more serious than if it occurs at high recall. However, if the
convexity condition is violated at a score that is rarely, or never, encountered
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Table 6. Average recall at which convexity violations occur for different models

Mixture N1E0 N1N0 L1L0 G1G0
AP 0.001 0.401 0.178 0.540
FT 0.003 0.309 0.199 0.556
WT2G 0.000 0.236 0.159 0.695
WT10G 0.000 0.309 0.147 0.594

by an IR metric (at high recall), it is deemed less serious. Table 6 reports the
average point of recall at which a violation of the convexity condition occurs for
a set of queries averaged across the five IR systems. The results in Table 6 are
from the four models when using MME as the parameter estimation technique.

In general, we can see that the two-gamma model is the more theoretically
sound as violations occur, on average, at a higher point of recall (e.g. at a lower
score s). Surprisingly, violations occur at a low point of recall for the log-normal
model (even lower than the two-normal model), which suggests that it is theo-
retically less sound that either the two-gamma model or the two-normal model.
The exponential-normal mixture has violations at both ends of the relevant dis-
tribution (i.e. both high and low recall) 100% of the time, and therefore, we can
see from Table 6 that the violations occur very early on in the ranking (i.e. low
point of recall). The results from Table 6 confirm previous analysis [I4] with
regard to many of these models.

The average results across the five IR systems in Table 6 are highly represen-
tative of each individual system. More work is needed to understand the reasons
for the apparent shortcoming in the theoretical behaviour of the two log-normal
model (especially as it outperforms other mixtures in terms of goodness-of-fit
and utility).

6 Conclusion

In this work, we have performed a comparative analysis of different distributions
that comprise mixtures for document score distributions in IR systems. We have
determined that the log-normal distribution is the best performing model in
terms of both its accuracy in inferring average precision, and its goodness-of-fit.
The log-normal model has been used in relatively few practical works. Interest-
ingly, we have shown despite its good performance the log-normal model is the-
oretically less sound than the two-gamma model towards the head of a ranking.
Interesting future work would be to create mixture models that unconditionally
adhere to the recall-fallout convexity hypothesis (e.g. by ensuring o1 = o for
the two log-normal model) and then compare the wtility of those valid models.
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Abstract. In this paper we study cross-language information retrieval using a
bilingual topic model trained on comparable corpora such as Wikipedia articles.
The bilingual Latent Dirichlet Allocation model (BiLDA) creates an interlingual
representation, which can be used as a translation resource in many different mul-
tilingual settings as comparable corpora are available for many language pairs.
The probabilistic interlingual representation is incorporated in a statistical lan-
guage model for information retrieval. Experiments performed on the English and
Dutch test datasets of the CLEF 2001-2003 CLIR campaigns show the competi-
tive performance of our approach compared to cross-language retrieval methods
that rely on pre-existing translation dictionaries that are hand-built or constructed
based on parallel corpora.

Keywords: Cross-language retrieval, topic models, comparable corpora, docu-
ment models, multilingual retrieval, Wikipedia.

1 Introduction

With the ongoing growth of the World Wide Web and the expanding use of different lan-
guages, the need for cross-language models that retrieve relevant documents becomes
more pressing than ever. Cross-language information retrieval deals with the retrieval
of documents written in a language different from the language of the user’s query.
At the time of retrieval the query in the source language is typically translated into
the target language of the documents with the help of a machine-readable dictionary
or machine translation system. Translation dictionaries do not exist for every language
pair, and they are usually trained on large parallel corpora, where each document has
an exact translation in the other language, or are hand-built. Parallel corpora are not
available for each language pair. In contrast, comparable corpora in which documents
in the source and the target language contain similar content, are usually available in
abundance. In this paper we address the question whether suitable cross-language re-
trieval models can be built based on the interlingual topic representations learned from
comparable corpora. We accomplish this goal by means of a cross-language generative
model, i.e., bilingual Latent Dirichlet Allocation (BiLDA), trained on a comparable cor-
pus such as one composed of Wikipedia articles. The resulting probabilistic translation
model is incorporated in a statistical language model for information retrieval. The lan-
guage models for retrieval have a sound statistical foundation and can easily incorporate
probabilistic evidence in order to optimize the cross-language retrieval process.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 37-§§, 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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The contributions of the paper are as follows. Firstly, we show the validity and the
potential of training a bilingual LDA model on bilingual comparable corpora. Secondly,
we successfully integrate the topic distributions resulting from training the bilingual
LDA model in several variant retrieval models and perform a full-fledged evaluation
of the retrieval models on the standard CLEF test collections. We show that the results
obtained by our retrieval models, which do not exploit any linguistic knowledge from a
translation dictionary, are competitive with dictionary-based models. Our work makes
cross-language information retrieval portable to many different language pairs.

2 Related Work

Probabilistic topic models such as probabilistic Latent Semantic Indexing [9] and Latent
Dirichlet Allocation [1]] are both popular means to represent the content of a document.
Although designed as generative models for the monolingual setting, their extension to
multilingual domains follows naturally. Cimiano et al. [6]] use standard LDA trained on
concatenated parallel and comparable documents in a document comparison task. Roth
and Klakow [23] try to use the standard LDA model trained on concatenated Wikipedia
articles for cross-language information retrieval, but they do not obtain decent results
without the additional usage of a machine translation system.

Recently, the bilingual or multilingual LDA model was independently proposed by
different authors ([[174144702]) who identify interlingual topics of different languages.
These authors train the bilingual LDA model on a parallel corpus. Jagarlamudi and
Daumé III [10] extract interlingual topics from comparable corpora, but use additional
translation dictionary information. None of these works apply the bilingual LDA model
in a cross-lingual information retrieval setting.

Cross-language information retrieval is a well-studied research topic (e.g.,
[8U1912418])). As mentioned, existing methods rely on a translation dictionary to bridge
documents of different languages. In some cases interlingual information is learned
based on parallel corpora and correlations found in the paired documents [[13]], or are
based on Latent Semantic Analysis (LSA) applied on a parallel corpus. In the latter
case, a singular value decomposition is applied on the term-by-document matrix, where
adocumentis composed of the concatenated text in the two languages, and after rank re-
duction, document and query are projected in a lower dimensional space ([3U1515(29]).
Our work follows this line of thinking, but uses generative probabilistic approaches.
In addition, the models are trained on the individual documents in the different lan-
guages, but paired by their joint interlingual topics. Cross-language relevance models
[[12]] have also been applied for the task, but they still require either a parallel corpus or
a translation dictionary. LDA-based monolingual retrieval has been described by Wei
and Croft [28]].

Transfer learning techniques, where knowledge is transfered from one source to an-
other, are also used in the frame of cross-language text classification and clustering.
Transfer learning bridged by probabilistic topics obtained via pLSA was proposed by
Xue et al. [29] for the task of cross-domain text categorization. Recently, knowledge
transfer for cross-domain learning to rank the answer list of a retrieval task was de-
scribed by Chen et al. [4]. Takasu [26]] proposes cross-language keyword recommenda-
tion using latent topics. Except for Wang et al. [27]], where the evaluation is vague and
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unsatisfactory (the same dataset is used for training and testing), and relies solely on 30
documents and 7 queries, none of the above works use LDA-based interlingual topics
in cross-language retrieval.

3 Bilingual LDA

The topic model we use is a bilingual extension of a standard LDA model, called bilin-
gual LDA (BiLDA) ([17/144712])).

As the name suggests, it is an extension of the basic LDA model, taking into account
bilingualism and initially designed for parallel document pairs. We test its performance
on a collection of comparable texts where related documents are paired, and therefore
share their topics to some extent. BILDA takes advantage of the document alignment by
using a single variable that contains the topic distribution 6. This variable is language-
independent, because it is shared by each of the paired bilingual comparable documents.
Algorithm [3.Jlsummarizes the generative story, while Figure [l shows the plate model.

@ ° Algorithm 3.1. GENERATIVE STORY FOR BILDA()

for each document pair d;
for each word position ¢ € d;s
sample z5; ~ Mult(0)
{sample w5y ~ Mult(¢, 25;)
for each word position ¢ € d;r
o sample z}; ~ Mult(0)
sample w}; ~ Mult(1, 2};)

Fig. 1. Generative description and plate
model of the bilingual BiLDA model

Having one common 6 for both of the related documents implies parallelism between
the texts, which might not always be the case. Still, we later show that the BILDA model
can provide satisfactory results when trained on a comparable corpus such as Wikipedia.

The described BiLDA model serves as a framework for modeling our retrieval mod-
els. After the training using Gibbs sampling ([25]]), two sets of probability distributions
are obtained for each of the languages. One set consists of per-topic word probability

71,2,“)"’) +8
S e e ws s
notes the total number of times that the topic zj, is assigned to the word w; from the
vocabulary W The formula for a set of per-topic word probability distributions v for
the target side of a corpus is computed in an analogical manner.

The second set consists of per-document topic probability distributions, calculated

distributions, calculated as P(w;|z;) = ¢35, = , where n,(cw") de-

(k)
s . K
as P(zx|Dy) = 01 = K"" J)(er , where for a document D ; and a topic zy, nf])
=17y «

denotes the number of times a word in the document D ; is assigned to the topic zy.
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4 LDA-Based CLIR

This section provides a theoretical insight to cross-language retrieval models relying on
per-topic word distributions and per-document word distributions.

4.1 LDA-only CLIR Model

Given the set {D1, Ds, ..., Dy} of documents in a target language 7', and a query @
in a source language .S, the task is to rank the documents according to their relevance
to the query. We follow the basic approach for using language models in monolingual
information retrieval [28]). The probability P(Q|D ) that the query Q) is generated from
the document model D, is calculated based on the unigram language model:

m

P(QIDy) = P(q1,...,qm|Ds) = [ P(x:D). (1)

The main difference between monolingual IR and CLIR is that documents are not
in the same language as the query. Thus, one needs to find a way to efficiently bridge
the gap between languages. The common approach is to apply translation dictionaries,
translate the query and perform monolingual retrieval on the translated query. If a trans-
lation resource is absent, one needs to find another solution. We propose to use sets of
per-topic word distributions and per-document topic distributions, assuming the shared
space of latent topics. We calculate the right-hand side of equation (I)) as

K fou:iez;i
P(i|Dy) =61y Plail=}) P IDJ) (1 —61)P(gi|Ref)
k=1 Targer‘z;c
K
= Zfi)kzaJkJr (1 —61)P(qi|Ref), 2
k=1

by using the two BiLDA-related probability distributions ¢f,¢ and 95 ;- The parameter
41 is an interpolation parameter, while P(g;|Ref) is the maximum likelihood estimate
of the query word ¢; in a monolingual source language reference collection Ref. It gives
a non-zero probability for words unobserved during the training of the topic model in
case it occurs in the query. Here, we use the observation that latent topics constitute a
language-independent space shared between the languages.

The per-topic word distributions for the source language are used to predict the prob-
ability that the word ¢; from the query @) will be sampled from the topic z,f , and the
per-document topic distributions for the target language to predict the probability that
the same topic sz (but now in the other language[ﬁ is assigned to a token in the target

! 22 and 2} basically refer to the same cross-language topic zy, but z; is interpreted as a cross-

language topic used by source language words, and z} by the target language words.
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document D ;. As LDA is a generative model, we may infer the source or target lan-
guage part of a pre-trained bilingual model on any monolingual collection in the source
or the target language, using the same formulas for ¢f’ ; Or w,f’ ;,and 67, k as in Section[3]

We can now merge all the steps into one coherent process to calculate the probability
P(Q = q1,42,--.,9m|Dy), where  denotes a query in the source language, and D ;
denotes a document in the target language. We name this model the LDA-only model:

1. Infer the trained model on a test corpus in the target language to learn P(z{|D )
2. For each word q; . . . ¢, in the query, do:

(a) Compute P(g;|z;) for all source language topics, k = 1,..., K
(b) Sum the products of per-topic word and per-document topic probabilities:
P'(q;|Dy) = Z P(gi|2)P(2f D)

3. Compute the whole probability score for the given query and the current document
D J-

P(Q|Dy) = H <5lz¢m9m+ 151)P(qz-|Ref)> 3)

=1

This gives the score for one target language document D ;. Finally, documents are
ranked based on their scores. If we train a bilingual (or a multilingual) model and
wish to reverse the language of queries and the language of documents, the retrieval
is performed in an analogical manner after the model is inferred on a desired corpus.

4.2 LDA-Unigram CLIR Model

The LDA-only CLIR model from Subsectiond.Ilcan be efficiently combined with other
models for estimating P(w|D). If we assume that a certain amount of words from the
query does not change across languages (e.g. some personal names) and thus could be
used as an evidence for cross-language retrieval, the probability P(g;|D ;) from (1) may
be specified by a document model with the Dirichlet smoothing. We adopt smoothing
techniques according to evaluations and findings from [30]. The Dirichlet smoothing
acts as a length normalization parameter and penalizes long documents. The model is
then:

N, N,
P)leac(%"DJ) :62(Nd i MPmle(QiIDJ) + (1 - Nd i M)Pmle(qi|Coll))

+ (1= 02)P(gi| Re f), )

where P,,1.(q;| D) denotes the maximum likelihood estimate of the word ¢; in the
document D j, Py, (q;|Coll) the maximum likelihood estimate in the entire collection
Coll, i is the Dirichlet prior, and Ny the number of words in the document D ;. do
is another interpolation parameter, and P(g;|Ref) is the background probability of ¢;,
calculated over the large corpus Ref. It gives a non-zero probability for words that have
zero occurrences in test collections. We name this model the simple unigram model.
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We can now combine this document model with the LDA-only model using linear
interpolation and the Jelinek-Mercer smoothing:

P(qi|Dy) = APiexs(¢:| D) + (1 — X)Piaa(qi| D) )
~A(3aly, " Pouel@Ds) + (1= 82) Pl e))
+ (1 = N)Pa(qi|Dy) (6)

where Pyg, is the LDA-only model given by @), P,., the simple unigram model given
by @), and X is the interpolation parameter. We call this model the LDA-unigram
model.

The combined model presented here is straightforward, since it directly uses words
shared across a language pair. One might also use cognates (orthographically similar
words) identified, for instance, with the edit distance ([|16]) instead of the shared words
only. However, both approaches improve retrieval results only for closely related lan-
guage pairs, where enough shared words and cognates are observed. We believe that
a more advanced “non-LDA” parﬂ of the document model may result in even higher
scores, since knowledge from other translation resources may be used to model the
probability Pie, (qi| D).

S Experimental Setup

5.1 Training Collections

The data used for training of the models is collected from various sources and varies
strongly in theme, style and its “comparableness”. The only constraint on the training
data is the need for document alignment, and it is the only assumption our BiLDA
model utilizes during training.

The first subset of our training data is the Europarl corpus [11], extracted from pro-
ceedings of the European Parliament and consisting of 6,206 parallel documents in
English and Dutch. We use only the evidence of document alignment during the train-
ing and do not benefit from the “parallelness” of the sentences in the corpus.

Another training subset is collected from Wikipedia dumpsﬁ and consists of paired
documents in English and Dutch. Since the articles are written independently and by
different authors, rather than being direct translations of each other, there is a con-
siderable amount of divergence between aligned documents. Our Wikipedia training
sub-corpus consists of 7,612 documents which vary in length, theme and styleE].

As a preprocessing step we remove stop words, and our final vocabularies consist of
76,555 words in English, and 71, 168 words in Dutch.

2 By the “LDA-part” of the retrieval model, we assume the part of the model in equation ().

3 http://dumps.wikimedia.org/

* We will make the corpus publicly available at
http://www.cs.kuleuven.be/groups/liir/software.php
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5.2 Test Collections

Our experiments have been conducted on three data sets taken from the CLEF 2001-
2003 CLIR campaigns: the LA Times 1994 (LAT), the LA Times 1994 and Glasgow
Herald 1995 (LAT+GH) in English, and the NRC Handelsblad 94-95 and the Algemeen
Dagblad 94-95 (NC+AD) in Dutch. Statistics of the collections are given in Table 1.

Table 1. Statistics of the experimental setup

(a) Statistics of test collections (b) Statistics of used queries
Collection Contents # of Docs CLEF Topics # Queries Used for
LAT LA Times 94 (EN) 110,861  (Year: Topic Nr.)
LA Times 94 (EN) NL ’01: 41-90 47 LAT
LAT+GH Glasgow Her.95 (EN) 166,753 NL °02: 91-140 42 LAT
NRC Hand. 94-95 (NL) NL ’03: 141-200 53 LAT+GH
NC+AD 190,604
Alg. Dagblad 94-95 (NL) EN 01: 41-90 50  NC+AD
EN ’02: 91-140 50 NC+AD

EN ’03: 141-200 56 NC+AD

Queries are extracted from the title and description fields of CLEF topics for each
year. Stop words have been removed from queries and documents. Table[I(b)]shows the
queries used for the test collections.

Parameters « and £ for the BiLDA training are set to values 50/ K and 0.01 respec-
tively, where K denotes the number of topics following [25]]. The Dirichlet parameter
in the LDA-unigram retrieval model is set to 1000. The parameters §; and J, are set to
negligible valued, while we set A = 0.3, which gives more weight to the topic model.

6 Results and Discussion

This section reports our experimental results for both English-Dutch CLIR and Dutch-
English CLIR. The cross-language topic model is trained just once on a large bilingual
training corpus. After training, it can be used for both retrieval directions, after we
infer it on the appropriate test collection. We have carried out the following experi-
ments: (1) we compare our LDA-only model to several baselines that have also tried
to exploit latent concept spaces for cross-language information retrieval, such as cross-
language Latent Semantic Indexing (cLSI) and standard LDA trained on concatenated
paired documents. We want to prove the soundness and the usefulness of the basic LDA-
only model and, consequently, other models that might later build upon the foundation
established by the LDA-only model. (2) We provide an extensive evaluation over all

> These parameters contribute to the theoretical soundness of the retrieval models, but, due to
the computational complexity, we did not use counts over a large monolingual reference col-
lection. We used a fixed small-value constant in all our models instead, since we detected that
it does not have any significant impact on the results.
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CLEF test collections with all our retrieval models, and provide a comparison of the
best scoring LDA-unigram model with some of the best CLIR systems from the CLEF
2001-2003 campaigns. We have trained our BiLDA model with a different number of
topics (400, 1000 and 2200) on the combined EP+Wiki corpus. The main evaluation
measure we use for all experiments is the mean average precision (MAP). For several
experiments, we additionally provide precision-recall curves.

6.1 Comparison with Baseline Systems

The LDA-only model serves as the backbone of other, more advanced BiLDA-based
document models. Since we want to make sure that the LDA-only model constructs a
firm and sound language-independent foundation for building more complex retrieval
models, we compare it to state-of-the-art systems which try to build a CLIR system
based around the idea of latent concept spaces: (i) the cross-language Latent Semantic
Indexing (cLSI) as described by [3], which constructs a reduced (latent) vector space
trained on concatenated paired documents in two languages, and (ii) the standard LDA
model trained on the merged document pairs [23]].

We have trained the cLSI model and the standard LDA model on the combined
EP+Wiki corpus with 400 and 1000 dimensions (topics) and compared the retrieval
scores with our LDA-only model which uses the BiLDA model with the same number
of topics. The LDA-only model outscores the other two models by a huge margin. The
MAP scores for cLSI and standard LDA are similar and very low, and vary between the
MAP of 0.01 and 0.03 for all experiments, which is significantly worse than the results
of the LDA-only model. The MAP scores of the LDA-only model for NL 2001, NL
2002, and NL 2003 for K=1000 are 0.1969, 0.1396, and 0.1227, respectively, while the
MAP scores for EN 2001, EN 2002, and EN 2003 for K=1000 are 0.1453, 0.1374, and
0.1713, respectively.

One reason for such a huge difference in scores might be the ability to infer the
BiLDA model on a new test collection (due to its fully generative semantics) more
accurately. Cross-language LSI for CLIR reported in the literature always uses the same
corpus (or subsets of the same corpus) for training and testing, while this setting asks
for inferring on a test corpus which is not by any means content-related to a training
corpus. BiLDA has a better statistical foundation by defining the common per-document
topic distribution 8, which allows inference on new documents based on the previously
trained model and also avoids the problem of overfitting inherent to the pL.SI model
and, consequently, the cL.SI model. Another problem with the baseline methods might
be the concatenation of document pairs, since one language might dominate the merged
document. On the other hand, BiLDA keeps the structure of the original document space
intact.

6.2 Comparison of Our CLIR Models

Using a Fixed Number of Topics (K=1000) In this subsection, the LDA-only model,
the simple unigram model and the combined LDA-unigram model have been evaluated
on all test collections, with the number of topics initially fixed to 1000. Table [2] con-
tains MAP scores for the LDA-unigram model, Figure [2(a)] shows the precision-recall
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Fig. 2. Precision-recall for all models. K=1000, training corpus is EP+Wiki.

Table 2. MAP scores of the LDA-unigram model for all test collections and different number of
topics K. Training corpus is EP+Wiki.

Queries K=400 K=1000 K=2200
NL 2001 0.2330 0.2673 0.2813
NL 2002 0.2093 0.2253 0.2206
NL 2003 0.1608 0.1990 0.1658
EN 2001 0.2204 0.2275 0.2398
EN 2002 0.2455 0.2683 0.2665
EN 2003 0.2393 0.2783 0.2450

values obtained by applying all three models to the English test collections and the
Dutch queries, while Figure shows the precision-recall values for the Dutch test
collections and the English queries.

Varying the Number of Topics. The main goal of the next set of experiments was to
test the performance of our models if we vary the number of topics set for BiLDA train-
ing. We have carried out experiments with the CLIR models relying on BiLDA trained
with different numbers of topics (400, 1000 and 2200). Figure 3] shows the precision-
recall values of the LDA-only and the LDA-unigram model, while the associated MAP
scores of the best scoring LDA- unigram model are presented in Table 2l

Discussion. As the corresponding figures show, the LDA-only model seems to be too
coarse to be used as the only component of an IR model (e.g., due to its limited number
of topics, words in queries unobserved during training). However, the combination of
the LDA-only and the simple unigram model, which allows retrieving relevant docu-
ments based on shared words across the languages (e.g. personal names), leads to much
better scores which are competitive even with models which utilize cross-lingual dic-
tionaries or machine translation systems. For instance, our LDA-unigram model would
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Fig. 3. Precision-recall for the LDA-only and the LDA-unigram model for the 2001 test collec-
tions. Training corpus is EP+Wiki.

have been placed among the top 5 retrieval systems for the CLEF 2002 Bilingual to
Dutch task, would have been placed among the top 3 retrieval systems for the CLEF
2001 Bilingual to Dutch task, and outperforms the only participating system in the
CLEF 2002 Dutch to English task (MAP: 0.1495) [20/21]]. All these state-of-the-art
CLEF systems operated in a similar settings as ours and constructed queries from ftitle
and description or title, description and narrative fields from the CLEF topics. They,
however, rely on translation resources which were hand-built or trained on parallel cor-
pora. We obtain competitive results by using the BiLDA model trained on comparable
corpora. We believe that our results could still improve by training the BILDA model on
a corpus which is topically related with the corpus on which we perform the retrieval.

7 Conclusions and Future Work

We have proposed a novel language-independent and dictionary-free framework for
cross-language information retrieval that does not use any type of a cross-lingual dictio-
nary or translation system. The framework is built upon the idea of cross-language topic
models obtained by applying a bilingual Latent Dirichlet Allocation model (BiLDA),
where the only prerequisite is the availability of abundant training data consisting of
comparable document-aligned documents.

We have thoroughly evaluated this cross-language retrieval model using standard
test collections from the CLEF 2001-2003 CLIR campaigns and have shown that our
combined model, which fuses evidence from the BILDA model and the unigram model,
is competitive with the current top CLIR systems that use translation resources that are
hand-built or are trained on parallel corpora.

In future work, we will accumulate more comparable document-aligned data, ex-
ploiting Wikipedia and other sources. We also plan to construct other models that will
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combine topical knowledge with other evidences (for instance, using cognates instead
of exactly the same words shared across languages). Additionally, we plan to expand
the standard BiLDA to fit more divergent comparable training datasets. In addition, the
cross-language knowledge transfer based on the proposed generative topic models that
are trained on comparable corpora might be useful in many other multilingual informa-
tion management tasks including categorization and summarization.
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Abstract. Many Learning to Rank models, which apply machine learning tech-
niques to fuse weak ranking functions and enhance ranking performances, have
been proposed for web search. However, most of the existing approaches only
apply the Min — Max normalization method to construct the weak ranking
functions without considering the differences among the ranking features. Rank-
ing features, such as the content-based feature BN 25 and link-based feature
PageRank, are different from each other in many aspects. And it is unappropri-
ate to apply an uniform method to construct weak ranking functions from rank-
ing features. In this paper, comparing the three frequently used normalization
methods: Min — Maz, Log, Arctan normalization, we analyze the differences
among three normalization methods when constructing the weak ranking func-
tions, and propose two normalization selection methods to decide which normal-
ization should be used for a specific ranking feature. The experimental results
show that the final ranking functions based on normalization selection methods
significantly outperform the original one.

Keywords: Learning to Rank; Weak Ranking Function; Final Ranking Function;
Normalization.

1 Introduction

We often refer to information retrieval techniques to find information from a vast dataset
or Internet. Ranking is an important part of information retrieval. Nowadays, more and
more features used to construct ranking functions have been proposed e.g. content-
based features such as TFIDF, BM25; link-based features such as PageRank,
HITS, user behavior features based on clickthrough data. There are hundreds of pa-
rameters to tune when constructing a ranking function and it is unpractical to tune these
parameters manually. So ’Learning to Rank’ (shown as LT R for simplicity in the rest
of the paper), an interdisciplinary field of information retrieval and machine learning,
has gained increasing attention. The LT'R method optimizes loss function to tune the
parameters for each weak ranking functions and fuses them into a final ranking func-
tion, such as the linear ranking function. The final linear ranking function is what this
paper focuses on.
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Fig. 1. Distribution Comparison Between BM25 and PageRank on the Proportion of the
Unique-Feature-Value Number in each interval

Almost all LT R methods, which output the linear ranking functions, need construct-
ing the weak ranking functions by normalizing the ranking features before the training
process. And the Min — Max Normalization is almost the only method considered
by the field of LT R for the best of our knowledge. The differences among the ranking
features are neglected when constructing the weak ranking functions. Min — M ax Nor-
malization performs a linear transformation on the original data values and preserves
the relationships among the original data values.

However, ranking features are different from each other in many aspects, such as
data value distribution. For example, we conduct the statistics on the dataset used in
Section[4.]l The ranges of BM 25 and Page Rank are divided into 10 equal intervals re-
spectively, and the proportion of the unique-feature-value number in each interval to the
unique-feature-value number in the range is calculated, shown in the Figure[Il The re-
sults show: (1) the proportion is 99% and 10% respectively for BM 25 and Page Rank
in the first interval; (2) there is only 1% of the unique values for BM25 in the last
9 intervals; (3) the differences among the number of unique values for Page Rank in
each interval could be almost ignored. When used to construct the weak ranking func-
tions from BM 25 and PageRank, the Min — M ax normalization method does not
change the distribution showed in the Figure[Il And 99% of the unique BM 25 values
are located in the interval of [0, 0.1) when the range is [0, 1] after the normalization.

Is it appropriate to just apply the Min — M ax normalization method when construct-
ing the weak ranking functions from the ranking features for the final linear ranking
functions? This question is the motivation of this paper, and the main contributions of
this work are: (1) three typical normalization methods are analyzed and compared to
construct the weak ranking functions: Min — Max, Log and Arctan normalization
methods. The experiments show that for some ranking features, the final ranking func-
tions could achieve significant improvements by using Log and Arctan normalization
instead of M in— M ax normalization. (2) two intuitive normalization selection methods
are proposed to handel the question above: Feature Distribution Selection Method and
One-Switch Selection Method. The experimental results show that final ranking func-
tions based on normalization selection methods significantly outperform the original
one.
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The rest of the paper is organized as follows. In section 2, related work is presented.
Section 3 introduces the normalization methods and normalization selection methods.
In section 4, experimental results are reported and discussed. In the last section, the
conclusion and future work are briefly discussed.

2 Related Work

The field of LT R is related to our work. In the LT R task, the data is composed of
queries, the retrieved documents for every query, and the relevance levels labeled by
human for the document and query pairs. The LT R methods proposed now could be
classified into two categories according to the formation of final ranking functions:
LT R models using linear ranking functions and LT R models using nonlinear rank-
ing functions. For LT R models using nonlinear ranking functions, the formation of the
weak ranking function is nonlinear, such as Rank Boost [2], the formation is bipartite.
For LT'R models using linear ranking functions, the formation of weak ranking func-
tions is linear, such as Ranking SV M [319], SV M M ap [[14,[12] and list M LE [13].
Ranking SV M [3L9](shown as RankSV M for simplicity in the rest of the paper) is
a very effective algorithm proved by many previous studies [[15,[10]. The optimization
formulation of RankSV M is as follows:

. 1— —
ming >0, @ - @ +C Y €ijk

v(didl) € dix di: TP(q,d}) > TO(q,d]) +1 - i

This paper focuses on the LT R model using linear ranking functions and RankSV M
is used to verify the effectiveness of different methods to construct the weak ranking
functions from specific ranking features.

3 Construct the Weak Ranking Functions from the Ranking
Features

3.1 Normalization Methods

There are three typical normalization methods used to normalize the data into same
range: Min — Max Normalization, Log Normalization and Arctan Normalization
Method.

Min — Max Normalization performs a linear transformation on the original data
values and preserves the relationships among the original data values, showing as Equa-
tion [[ where x; is the value of i* ranking feature; the range of i*" ranking feature is
[Xinmin, Ximax), and X; prnv and X; aax are the maximum and minimum of %%
ranking feature respectively; fi p7as is regarded as the value of the i*" weak ranking
function constructed from the i*” ranking feature.

x; — Xi MIN 0

fivear = Y (x5, Xo MIN, Timax) = b Y
iMAX — Xi, MIN
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Fig. 2. The Comparison of Three Normalization Methods from the Same Ranking Feature whose
range is [0, 10]

Log Normalization and Arctan Normalization perform a nonlinear transformation
on the original data values, shown as Equation 2] Equation Bl respectively where f; roc
and f; ,7an depict the value of i*" weak ranking function after the Log Normalization
and Arctan Normalization respectively.

log(x; — Xi minv + 1)
fi.Loa 1(zi, Xo MIN, TiMAX) log(Xs mrax — Xinrn +1) ()

arctan(x; — X MIN)

3

Jiaran = Yo (i, Xi MIN, TivAX) arctan(X; aiax — Xiarw)

Three Normalization Methods map the original data into the same range and the
comparison is shown in Figure[2l The comparison result shows: (1) the Log and Arctan
Normalization methods could scatter the small values of the ranking feature and cluster
the large values; (2) the Log and Arctan normalization methods are useful to uniformly
distribute the original data when values are clustered around small values with few large
values.

3.2 Normalization Selection Method

There are three normalization methods: Min — Max, Log and Arctan normalization
methods. In this section, two intuitive normalization selection methods are proposed
based on the feature value distribution: Feature Distribution Selection Method(F D M)
and One-Switch Selection Method(OSM) summarized in Figure ] and Figure
respectively.

FDM selects the features of which data values are clustered around small/large
value with few large/small values, while OSM selects the features with better perfor-
mances through evaluation measure M AP. After the feature selection with F DM or
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Procedure. Feature Distribution Selection Method
Input 5-fold-cross-validation datasets without normalization: Set, and the number of
ranking features is V;
Initialize feature set Sy with all features in Set;
for i =110 N do
Statistics the training set in Set to get following information: the number of unique
feature values NN;; the maximum and minimum feature values M AX; and M IN;;
Divide range [MIN;, M AX;] equally into ten intervals, and the number of unique
feature values in each interval is .1, o2, ..., 4,103
for j = 11t0 10 do
if ag}f > 0.2 then
Delete i*" feature from S ;
Break loop;
end
end
end
Output feature set: S

Fig. 3. Feature Distribution Selection Method

Procedure. One-Switch Selection Method
Input 5-fold-cross-validation datasets without normalization: Set, and the number of
ranking features is NV;
Initialize feature set Sy = @ ;
Normalize all ranking features in Set with Min — M az normalization to get normalized
set: Seto ;
Train and test the RankSV M model on Seto and gain M A P(showing in Section 4.1}
value: mapo;

for: =11t N do
Normalize all ranking features in Set with Min — M ax normalization except for
it" ranking feature with Log or Arctan normalization, then get normalized set: Set;;
Train and test the RankSV M model on Set; and obtain M AP value map;;
if map; > mapo then
Add iy, feature into Sy
end
end
Output feature set:Sy;

Fig. 4. One-Switch Selection Method

OSM, the weak ranking functions are constructed through LOG or AT AN normal-
ization from selected ranking features, and through Min — M ax normalization from
other ranking features.
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4 Experiment

4.1 Experimental Setting

Data Information. The experiment dataset is Microsoft Learning to Rank Datasets [4}
6L11]] which are latest and one of the largest benchmark datasets in the field of LT R.
There are two large scale datasets: M .SLR — W E B30k with more than 30, 000 queries
and M SLR—W EB10K with 10, 000 queries, and the queries in latter dataset are ran-
domly sampled from the ones in the former dataset. The relevance judgments, depicting
the relevance degree between a query and a document, are obtained from a labeling set
of Microsoft Bing search engine, which take 5 values from O (irrelevant) to 4 (perfectly
relevant). And the larger the judgement value is, the more relevant the document is
with respect to a specific query. 136 ranking features, widely used in the research com-
munity, are extracted such as BM 25, PageRank, HITS and Language M odel [5]].
MSLR — W EB30k is applied in the experiment.

Five-fold cross validation is adopted to train and test the ranking models with three
sets for training, one set for validation and one set for test. The evaluation measure value
means the average among five test sets in the rest of this paper.

Evaluation Measure. We use PQN, NDCGQN, M AP and ERR as our evaluation
measures.
PQN is the precision at top N returned results, which is defined as:
N
1 | 1 ifd, is relevant to the query
PQN = N Z;rel(d,)7 where rel(d;) = {O otherwise

NDCGQN (Normalized Discounted Cumulative Gain) [[7,18]], considering the posi-
tion (rank) of the document with different relevance degrees in the returned result list,
is quite an useful and popular measure for evaluating web search and related tasks. The
N DCG score at top n returned results is defined as:

NDCGaN = {270 —1i=1
= grel(i) _q .
ZN log() 1> 1

i=1
where R(7) is the relevance degree which equals to the relevance judgement in this
paper; Z is the normalization constant that makes the perfect list get a N DCG score
of 1.In this paper, N =1, 2, ..., 10.
M AP is the mean average precision for the queries. It is a comprehensive measure
which takes both precision and recall into consideration. The definition can be shown

as:

1 m 1 m 1 k ‘
MAP = m ZAPJ = m Z Rj (Z T‘elj(di) . (P@Z)j)
j=1 j=1 i=1
where m is the total number of queries, R; is the total number of relevant documents
for the j' query, k is the total number of returned documents for the query, rel;(d;)
and (PQ@ji); are the rel(d;) and PQi scores for the j' query respectively.
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FE RR(Expected Reciprocal Rank) [1]], calculates the gain and discount for a docu-
ment in a position considering the documents shown above it. And the definition could
be shown as:

where Rjs4x is the largest value of the relevance degree, and Ry;4x = 4 in this
paper.

4.2 Dataset Statistics Information

The statistics is conducted on the dataset, and we obtain following information for each
ranking feature(e.g. i*" ranking feature):

1. the maximum of minimum values for it ranking feature: M AX; and M INy;

2. the number of unique values for i** ranking feature: N;;

3. the range of i*” ranking feature is equally divided into 10 intervals, and the number
of unique values for each interval: o 1, 2, , ..., @ 10.

4. the proportion of i*" ranking feature for j* interval is: %2 ;

N, then we get proportion

distribution for i* ranking feature.

The ranking features could be classified into four categories based on the differences
of the proportion distribution: (1) the first category, there does not exist an interval of
which the proportion is larger than 20%. the ranking features belonging to this category:
6 ~ 10, 130 ~ 133. (2) the second category, the sum of first five intervals is larger
than 80%. the ranking features belonging to this category: 1 ~ 5, 11 ~ 95, 106 ~
110, 126, 127, 129, 134 ~ 136. (3) the third category, the sum of last five intervals
is larger than 80%. the ranking features belonging to this category: 101 ~ 105, 111 ~
125, 128. (4) the fourth category, the number of unique values is smaller than 3. the
ranking features belonging to this category: 96 ~ 100.

The intuitive idea is that: for the first category, the Min — M ax normalization is
more useful; for second and third categories, the Log and Arctan normalization are
more useful, and the feature value should be reversed first before normalization for the
third category; for the last category, all normalization methods perform the same as each
other. Is this intuitive idea correct? The experiments as follows will give the answer to
this question.

4.3 Experiments Results

Two experiments are conducted in this section: normalization methods comparison
without selection, and the experiment with normalization selection. The former exper-
iment is to verify that other normalization methods, such as Log and Arctan normal-
ization methods, could enhance the performance of the final ranking function. And it
is unappropriate to just use Min — M ax normalization method to construct the weak
ranking functions. The latter experiment is to verify the effectiveness of the normaliza-
tion selection method.
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Table 1. Notations of four Ranking Functions

Name Number of Weak Ranking Functions Normalization Methods
MM 136 M1in — Max Normalization
LOG 136 Log Normalization
AT AN 136 Arctan Normalization
MERGE 136 x 3 = 408 Min — Max, Log and Arctan Normalization

Table 2. T-Test Results among four Ranking Functions with NDCG@1

LOG  ATAN MERGE

MM 5.84E — 61 2.72E — 21 5.19E — 56
LOG  NJ/A 167E—11 049

ATAN NJ/A NJ/A  T7.65E —13

Normalization Methods Comparison Without Selection. Three normalization meth-
ods are applied to construct the weak ranking function, and we just apply the normaliza-
tion methods to construct the weak ranking function without considering which one is
more appropriate for a specific ranking feature. Then four ranking functions are trained
in the new datasets: M M, the ranking function trained on the weak ranking functions
normalized from the ranking features through the Min — M ax normalization method;
LOG, the ranking function through the Log normalization method; AT AN, the rank-
ing function through the Arctan normalization method; M ERGFE, the ranking func-
tion trained on the datasets which are composed of three datasets used by M M, LOG
and AT AN. The comparison of these four ranking functions shows in Table [T and the
experimental results show in Figure[Sl T-Test is conducted among four ranking func-
tions with NDCG@1, and the result is shown in Table R2lp — value < 0.05 means the
difference is significant);

From the results, we could see that: (1) four ranking functions conduct significantly
different performances from each other except for M ERGE and LOG with p — value
0.49.(2) M ERGE and LOG significantly outperform the other two ranking functions;
(3) M M performs the poorest in the four ranking functions; (4) AT AN performs better
than M M and worse than LOG, so Arctan normalization is ignored in the normaliza-
tion selection method in the next section.

M1in — Max normalization is the poorest method to construct the weak ranking
functions from the ranking features, and it is unappropriate to just apply the Min —
M az normalization when the ranking features are quite different from each other in
many aspects such as the number distribution of the unique ranking feature values. Log
normalization method is the best method, which means that Log normalization method
could fit the distribution of most ranking features and normalize them to construct the
weak ranking functions better than Min — M ax and Arctan normalization methods.

The Experiment with Normalization Selection. Which normalization method should
be used for a specific ranking feature? In this section, two normalization selection meth-
ods are applied to choose an appropriate normalization method for a ranking feature:
FDM and OSM. After normalization selection with either selection method, the Log
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Fig.5. The Comparison Result among Four Ranking Functions with NDCG@1 ~ 10 in (a),
P@1 ~ 101in (b), M AP and ERR in (c)

normalization method is used to construct the weak ranking functions from the selected
ranking features and the Min — Max normalization method from the other ranking
features. Then four final ranking functions based on different weak ranking functions
are trained and tested: M M, LOG, RF FDM and RF OSM shown in Table[3 M M
and LOG are the same ranking functions used in Section 43

Arctan and Log normalization methods are useful when the data values are clus-
tered around small values with few large values, and Log normalization is better than
Arctan normalization according to the results in Section[43l So only Min — Max and

Log normalization methods are used to verify the effectiveness of the normalization
selection methods.
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Table 3. Notations of four Ranking Functions

Name Normalization Selection Method Normalization Methods
MM N/A Min — M ax Normalization
LOG N/A Log Normalization
RF FDM FDM Log Normalization for selected ranking features
and Min — M ax normalization for others
RF OSM OSM Log Normalization for selected ranking features

and Min — M ax normalization for others
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Fig. 6. The Improvements of One-Switch Normalization Selection
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Fig.7. The Comparison Results of Four ranking functions with NDCG@1, 5,10, PQ1, 5, 10,
MAP and ERR

After the normalization selection, the ranking feature set, not chosen by F'DM, con-
tains all the ranking features which are the second and third categories in Section
the ranking feature set, chosen by OSM, is: { 5, 12, 14, 25, 27, 28, 35, 41, 46, 61,
62, 64, 79, 82, 86, 87, 90, 106, 109, 115, 116, 118, 127, 133, 134, 135 }, in
which 133 belongs to the first category and all others belong to the second or third cat-
egory. OS M applies the M AP values to measure whether to choose a ranking feature,
and the improvement percent of map; over mapy in Figure @ for i*” ranking shows in
Figure[6l T-Test is conducted among four ranking functions with N DC'G@Q1, and the
result shows in Table [l
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Table 4. T-Test Results among four Ranking Functions with NDCG@1

LOG  RF FDM RF OSM

MM  5.84E — 61 3.26E — 47 8.62FE — 3
LOG N/A 0.15 7.92E — 52
RF FDM  N/A N/A 1.72E — 39

The comparison results among four final ranking functions show in Figure[7l From
the results, we could see that: (1) four ranking functions perform differently from each
other significantly, except for LOG and RF F DM with p — value 0.15. (2) LOG
and RF' F'DM significantly outperform the other two ranking functions; (3) M M per-
forms the poorest in the four ranking functions; (4) RF' OSM performs significantly
better than M M and worse than LOG and RF' FDM.

After normalization selection with F DM, RF F DM performs similarly to LOG
and better than M M, which means that: (1) the ranking features, selected by F' DM, are
normalized with Log normalizationin RF' F'DM and with Min — M ax normalization
in M M, and Log normalization is more useful for them than Min — M az normaliza-
tion. So, FFDM is effective and could distinguish the ranking features whether Log
or Min — M ax normalization is more useful. (2) the ranking features, not chosen by
F DM, are normalized with Log normalization in LOG and with M in — M ax normal-
izationin RF" FF DM, and Log normalization performs almost the same as Min— M ax
normalization for these ranking features.

After normalization selection with OSM, RF OSM performs better than M M,
but significantly worse than LOG and RF' FDM. The reasons we analyze are that:
ranking features are not independent from each other, so the weak ranking functions
affect the performances of the final ranking functions as a sub feature set instead of an
individual ranking feature. That makes the OS M not so useful as F D M.

According to the experimental results in this section, we could answer the question
in Section [4.2} the intuitive idea is almost correct except that: Min — Max and Log
normalization are both useful for the first category. Based on the proportion distribution,
we could choose an appropriate normalization method to construct the weak ranking
function for a specific ranking feature.

5 Conclusion and Future Work

The weak ranking functions are mostly constructed through Min — M ax normalization
method for the final linear ranking functions in the field of LT R without considering
the differences among the ranking features. There do exist differences among the rank-
ing features from many aspects. In this paper, we analyze the ranking features and apply
three normalization methods to construct the weak ranking functions: Min—Max, Log
and Arctan normalization methods, and find that Log normalization could significant
improve the performances of the final ranking functions. Then two intuitive normaliza-
tion selection methods are proposed to try to handle the problem which normalization
is appropriate to construct the weak ranking function for a specific ranking feature.
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The experimental results show that the ranking functions based on the normalization
selection methods significantly outperform the original one.

Future study could follow these aspects: (1) other normalization methods could be

attempted to constructed the weak ranking functions based on the specific distribution
of the ranking features; (2) a ranking feature depicts a special aspect of the relevance
between a query and a document, and how to design a normalization selection method
considering this to choose the best normalization method.
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Abstract. Simhash generates compact binary codes for the input data thus im-
proves the search efficiency. Most recent works on Simhash are designed to
speed-up the search, generate high-quality descriptors, etc. However, few works
discuss in what situations Simhash can be directly applied. This paper proposes
a novel method to quantitatively analyze this question. Our method is based on
Support Vector Data Description (SVDD), which tries to find a tighten sphere to
cover most points. Using the geometry relation between the unit sphere and the
SVDD sphere, we give a quantitative analysis on in what situations Simhash is
feasible. We also extend the basic Simhash to handle those unfeasible cases. To
reduce the complexity, an approximation algorithm is proposed, which is easy
for implementation. We evaluate our method on synthetic data and a real-world
image dataset. Most results show that our method outperforms the basic Simhash
significantly.

Keywords: Information Retrieval, Simhash, Support Vector Data Description.

1 Introduction

Simhash [[1]], just like Achilles the Greek hero of the Trojan War, is the hero to solve
the large-scale similarity search problem such as text retrieval [2], duplicate detection
[13], etc. Simhash hashes similar objects to similar hash values such that searching over
the obtained hash values is much more efficient [2/3]]. A natural question is whether
Simhash can be applied to any similarity search problems? Obviously, the answer is
NO. In this paper, we will give a quantitative analysis on this problem. We will also
give one feasible method for the case that the basic Simhash is infeasible.

The basic Simhash [1]] randomly generates some hyperplanes and objects’ hash val-
ues are determined by the sides of these planes that they locate on. Just like the heel is
the deadly weakness of Achilles in spite of his overall strength, Simhash loses efficiency
when the data is ill-distributed. This is mainly because when data are ill-distributed, a
lot of points tend to lie on the same side of hyperplanes thus are hashed to the same hash
value. However, we can handle this problem by incorporating both similarity between
two objects and the location of the whole dataset.

Motivated by above analysis, we propose a novel analysis method of data distribu-
tion based on Support Vector Data Description (SVDD)[4]. It involves two steps: (1)
using SVDD to find a tighten sphere (called SVDD sphere) to cover most of the data

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 61-f3, 2011.
(© Springer-Verlag Berlin Heidelberg 2011
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points, and (2) calculating the intersection circle between the unit sphere and the ob-
tained SVDD sphere. Then, we can quantitatively measure whether the basic Simhash
is suitable or not. For those unfeasible cases, this paper proposes two methods, model-
and feature- based Simhash. Specifically, model-based Simhash tries to generate some
random hyperplanes crossing through the data area, which makes the obtained hyper-
planes be more discriminative. An approximation of this method is designed for large-
scale data, which is very simple for implementation. Differently, feature-based Simhash
alters the data representation so that the data points can be well distributed thus the basic
Simhash can be directly used.

We evaluate our method on a synthetic dataset and a real-world image dataset. We
also design some evaluation criterions to quantitatively compare our method with the
basic Simhash. Most results show that our method outperforms the basic Simhash.

This paper is organized as follows: Section 2] presents our spacial analysis method.
In Section 3] we present our spacial analysis based Simhash algorithm in details. Ex-
perimental results and some analysis are shown in Section [l Section 3 reviews some
related works. In Section[@l we make a conclusion.

2 Spatial Data Analysis

To begin, we fix some notation. We assume each data point is described by a column
vector x € RX. Since Simhash measures the cosine similarity between two points,
we normalize each data point such that all the points are located on a unit sphere, i.e.
|Ix|| = 1. We have a dataset X = {x;},i=1,...,N.

2.1 Support Vector Data Description

Support Vector Data Description (SVDD) [4] concerns the characterization of a data
set but includes almost no superfluous space. Inspired by the Support Vector Machine
(SVM), SVDD describes a data set in terms of a sphere which tries to enclose all the
data. The sphere is characterized by the center a and the radius R > 0. SVDD obtains
the optimal description via solving the following optimization problem:

N
argming a R*+C Zf’

=1
st. |xi—al|?<R2+¢, Vi (1)
gi > 07 Vi

where ¢; is the slack variable and control parameter C' is set to be a constant value in
pervious which controls the trade-of between the volume and the errors.

The intuitive interpretation of above problem is that (1) we hope that all the data
points can be involved in a tightened sphere, and (2) by introducing the slack variables,
SVDD can tolerate the outliers in the data set.
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(b)

Fig. 1. Spatial data analysis. (a) An illustration of the relationship between the unit sphere (the
larger) and the SVDD sphere (the smaller) in 3-dimensional space. The red circle is the inter-
section of such two spheres. (b) An illustration of the unit sphere and the SVDD sphere on a
2-dimensional plane. The point o = (0, 0) and a are the centers of two circles respectively. The
redias of two circles are 1 and R respectively. Two circles intersection at point by and bo.

2.2 Accurate Spatial Data Analysis

Given a data set, we can obtain a SVDD sphere as described in Section[2.1l The relation
between the unit sphere and the SVDD sphere is illustrated in Figure[I(a)] Since all the
points are located on the unit sphere, the volume of the SVDD sphere is no larger than
the unit sphere. Obviously, such two spheres must intersect and the intersected region
is the location of the given data. For description simplicity, as shown in Figure[T(b)}, we
assume our data is 2 dimensional and the center of the unit sphere o = (0, 0). Given the
center a and the radius R of the SVDD sphere El, it is convenient to obtain the radius r
of the intersection circle by solving the following equation:

laflz = V1 -12 — VR - 12, )
and the center of the intersection circle is

2 2
o lale+ VR —r2 3)

all2

Therefore, the intersection circle is:

{CT')-(_ ||C||2 4)

[x —clla =

and the cone vertex angle is 20 = 2 arcsin(r).

In short, we can summarize one guideline: the larger the distance from the center of
the intersection circle to the center of the unit sphere (the distance equals to ||c||2), the
worse the data distribution is.

! In fact, the geometric relationship between the unit sphere and the SVDD sphere can be divided
into two classes. One is that the center of the SVDD sphere is on the "left” hand of the point c,
and the other is that the center of SVDD sphere is on the “right” hand. We only illustrate the
first case which is described in Figure[I[(B)] The result of the second case is similar.
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3 Spatial Data Analysis Based Simhash (SDA-Simhash)

In this section, we firstly briefly introduce Simhash and figure out the Achilles hill of it.
Then, based on the analysis in Section[2] we will describe our approach.

3.1 Simhash

Charikar’s Simhash [1]] is an effective method for similarity search. A notable imple-
mentation is random hyperplane based Simhash [1/3]. Specifically, it randomly gener-
ates some hyperplanes and hash objects according to the sides of these hyperplanes that
they lie on. Given an object x and a random hyperplane r = {r1,72,...,7,}, the hash
function can be specified as:

T

X) = (%)

e T
h(x) = sign(r {_H’ ifrix=0

—1, otherwise

The Achilles’s Heel of Simhash. The simplicity and effectiveness of simhash leads to
its great success in many applications in web search and data mining area. However,
just like the heel is the deadly weakness of Achilles in spite of his overall strength, a
shortcoming of Simhash makes it inefficient and even infeasible in some cases espe-
cially when the data is seriously distributed. For example, as described in Figure[I(2)]
if most of the points are located in a small region of the unit sphere, Simhash is very
inefficient. In fact, Simhash would generate very similar fingerprints for most of points
such that further processing is quite time consuming. In short, Simhash prefers the well-
distributed data.

3.2 SDA-Simhash

In this section, we will present our improved Simhash algorithm which is based on the
spacial analysis. Inspired by the guideline described in Section[2.2] we hope to:

— Make the random hyperplanes cross through the intersection circle;
— Minimize the distance from the center of the intersection circle to the center of the
unit sphere, i.e. ||c||2.

In brief, we have two ways to extend the basic Simhash. One (called model-based
Simhash) is to generate the random hyperplanes with the constraint that they should
cross through the intersection circle. Another (called feature-based simhash) is to al-
ter the original representation such that the distance from the center of the intersection
circle to the center of the unit sphere, i.e., ||c||2, is minimum.

Model-Based Simhash. Model-based Simhash makes the hyperplanes cross through
the intersection circle. This is carried out by adding a constraint to the generation pro-
cess. Specifically, after the spacial analysis, we can obtain a SVDD sphere (a, ), an
intersection circle (c, ) and the cone vertex angle 26. We hope to choose a random
hyperplane that crosses through the intersection circle. Some feasible methods include
coordinate-by-coordinate strategy [5] and a simple rejection method. Details are omit-
ted here for the space limitation.
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Fig. 2. An illustration of the approximation. The circle represents the unit sphere, and red points
represent the data. There are three hyperplanes in this figure, h1, he and hs. Two hyperplanes hq
and hg cross through the shell while the hyperplane h3 does not.

Approximated Model-based Simhash. Although the model-based Simhash described
above can follow the guideline, the rejection method is inefficient for high-dimensional
data. This part presents an approximation version of the model-based Simhash for high-
dimensional data.

For description simplicity, we assume there do not exist outliers, i.e. the parameter C'
in Equation[T]is set to a very large value. As shown in Figure[2] some hyperplanes cross
through the shell while others do not. Therefore, we divide all the random hyperplanes
into two groups:

Uy = {r]|Ix;,x; € X,sign(r’x;) # sign(r’x;)} (6)
U- ={r|Vx;,x; € X, sign(rf'x;) = sign(rij)} @)

We measures the percentage of the points lying on the two different sides of a hyper-
plane r as follows:

erx I{sign(r’x) = 1}

I(r,X) = ¥

- 0.5 ¢))

where I{-} equals to 1 when the condition is true otherwise 0, and | X| the size of the
data set. Intuitively, if all the data lie on the same side of a hyperplane r, I'(r, X') = 0.5.
On the other hand, if the numbers of points lying on the two sides of a hyperplane
are equal, I'(r, X) = 0. Obviously, we can find that I'(r, X) > 0,VYr € U, while
Ir,X)=0,Vrelu_.

Furthermore, we assume all the points in the data set X" are normally distributed on
the shell (determined by a SVDD sphere). Then, we observe that if the I'(-) value of a
hyperplane equals to 0, such a hyperplane splits the shell into two parts of equal size.
The smaller the T'(-) value is, the closer the hyperplane is to the boundary of the shell.
This offers a good inspiration for speed up the model-based Simhash.

If we choose a candidate set of hyperplanes uniformly distributed on the unit sphere

with size N, sort this set of hyperplanes in terms of the I'(-) values and select 2977N
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hyperplanes with smallest I'(-) values, we can ensure to a certain extent that the se-
lected hyperplanes should cross througth the shell. The size of the candidate set can be
determined according to Theorem/[il

Theorem 1. Given the cone vertex angle 20, we need to generate N candidate random
hyperplanes such that, with the confidence interval (2779 — &, Qf +¢),e > 0 and the
confidence level o, we can ensure that there are QiN hyperplanes cross across the
shell. The N can be determined by the following inequality:

260 20 20
exp{—D(7r —6||7T) N} + exp{— D( +5|| ) N} >« 9)

where D(z||y) = xlog 7 + (1 —x)log i:z" is the Kullback-Leibler divergence between
Bernoulli distributed random variables with parameters x and y respectively.

Proof. For description simplicity, a random hyperplane r crossing through the shell is
considered as an event A. The probability that A occurs (A = 1) is p = Pr[h(x) >
h(y)] = 2Prfsign(r’x) > 0,sign(rTy) < 0] = 26/7. Assume random variables
A1, Ay, ..., An € {0,1} are i.i.d. According to Chernoff-Hoeffding theorem, we have

(1
Pl A 2p+6} < exp{—D(p +=llp) - N} (10)
(1
Prl A Sp—a} < exp{—D(p— llp) - N} (an
Furthermore,
prlp_c< ! > A <p+
poesy i<p+e
(1 1
:Pr_NZAin—E}—Pr{NthZp—&—s} (12)
21 —exp{—D(p—ellp) - N} —exp{=D(p +¢llp) - N}. (13)

On the other hand, according to the definitions of confidence level and interval, we have

[ —e< ZA <p+5}:1—a. (14)

Put it all together and finally we can get
exp{~D(p — £l[p) - N} + exp{~D(p +|[p) - N} = a (15)
O

In short, the complete algorithm is illustrated in Algorithm [Il The structure of our
method is simple, so it is quite easy to implement. We should emphasize that, as the
method shown in [5]], the generation of hyperplanes normally distributed on the unit
sphere is very efficient.
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Algorithm 1. Approximated Model-Based Simhash
INPUT: M, X;
calculate the SVDD sphere;
calculate the cone vertex angle 26;
calculate N as Inequality [OF
generate /N random hyperplanes normally distributed on the unit sphere;
for each r do
calculate I'(r, X) as Equation[8}
end
sort NV hyperplanes according to the I'(+) value;
select top M hyperplanes with the smallest I'(-) values;
for each x € X do
generate M -bit fingerprint according to the selected M hyperplanes;
end

Feature-Based Simhash. In this part, we present an alternative way to follow the
guideline. Different from the model-based Simhash, we directly convert the data rep-
resentation. As we know, if a K -dimensional variable x follows the standard normal
distribution A (0,1), x/||x||2 is normally distributed on the unit sphere. This implies
that if we can convert a given distribution to the standard normal, we can re-locate the
data uniformly on the unit sphere. For example, if a data set X is normally distributed
and the features are independent, we can standardizing it via scaling transform and
translation transform. Specifically, we firstly calculate the mean £; and the variance V;
of the j-th component. Secondly, we standardize each component of x as follows:
=" Ej (16)

VVi

Then, we normalize each object x’ such that its L2-norm equals to 1, i.e. ||x'||2 = 1.
Finally, the basic Simhash is directly applied to process the normalized data.

4 Experiments

To reflect different properties of our SDA-Simhash, we evaluate our method on a toy
case and a real-world data set. To begin, we will firstly describe the evaluation criterions
and then show the experimental results.

4.1 Evaluation Criterions

To demonstrate the effectiveness of our method, we compare SDA-Simhash with the
basic Simhash.

Simhash involves two periods, pre-processing and query. In the pre-processing pe-
riod, Simhash generates fingerprints for data points by concatenating the outputs of
Equation[§]with M randomly generated hyperplanes {r1, . .., ras }. Then the algorithm
permutes the fingerprints and sort them lexicographically to form 7" sorted orders. In the
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(b)

Fig. 3. A toy case. The big sphere represents the unit sphere and the red points represent the data
points. (a),(b) The small spheres in (a) and (b) are the SVDD spheres obtained by solving the
Equation [T] when the control parameter C' equals to 0.5 and 0.01 respectively. It shows that the
radius of the obtained SVDD decreases with the decrease of the parameter C. (c) Data distribu-
tion after standardization. Obviously, standardization makes the data well-distributed on the unit
sphere.

query period, we firstly perform an approximation search in M -dimensional Hamming
space to generate a candidate set. The candidate set is defined as follows:

V={x|||xXORq|: < k,x € X}. (17)

where q is a query fingerprint. Then, we need to compute the actual similarity between
the query object and objects in V. Finally, the items with the largest similarity are re-
turned as results. Obviously, if the candidate set is very large, the further processing
is quite inefficient. Therefore, the size of candidate set |V| is a good measurement of
algorithms’ efficiency.

Alternatively, we can alter the data representation to relocate the data uniformly on
the unit sphere such that the basic Simhash can be directly applied. As the analysis in
Section2] we calculate the distance from the intersection circle to the center of the unit
sphere ||c||2.

4.2 A Toy Case

To better understand the properties of our method, we utilize a toy case to prove the cor-
rectness of our method. We will generate some synthetic points in R3. The visualization
of the results can help us intuitively understand our method.

We generate the synthetic data in two steps: (1) choosing an area (shell) on the 3-
dimensional sphere, and (2) randomly generating 200 points uniformly distributed on
the shell. The synthetic data are represented as the red points in Figure Ba). We can see
that the data is ill-balanced distributed.

Figure B(a)(b) present the influence of the control parameter C' to our spatial data
analysis method. As described in Section[2.1l we compute the SVDD sphere with dif-
ferent values of C'. When C'is set to 0.5 and 0.01, the corresponding SVDD spheres are
displayed in Figure Bla)(b) respectively. It shows that the radius of the SVDD sphere
decreases with the decrease C, which consists with the analysis in Section2.1l The data
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Fig.4. The mean and the variance of |V|. (a) Gray-Scale Histogram. (b) Local Binary Pattern
(LBP). It shows that our model-based Simhash can almost consistently decrease the mean and
the variance of |V|.

after standardization is displayed in Figure B3[c). Obviously, the data is well distributed
on the unit sphere thus the basic Simhash can be directly applied.

4.3 Real-World Data

In this section, we evaluate our method on a real-world image data set. This image
set is collected as follows: (1) crawling a large number of images from the web, (2)
resizing the images such that all the images are in the same size, and (3) removing all
the duplicated images. In short, we get an image set with 253,083 distinct images with
the same size.

Data Representation. We use two common features to represent each data, gray-scale
histogram and Local Binary Pattern (LBP) [6]. Gray-scale histogram is a representation
of the gray-scale distribution in the images. Given an image, we convert it to 256-
level gray scale, statistic its gray-scale histogram and finally normalize the histogram
such that the sum of all the components equals to 1. Local Binary Pattern feature has
been widely used in various applications, such as image retrieval, texture classification,
etc [6]. The most important property of LBP is its robustness to monotonic illumination
changes and rotation invariance. In our experiments, we use 8-neighborhood. Therefore
each image is represented as the histogram of 59 labels, which is a 59-dimensional
vector. Please see 6] for more details.

Experimental Results. Considering the dimension of images is relatively high, we
utilize the approximated model-based Simhash. We compare our method with the basic
Simhash [1]] in terms of the size of candidate set |V|. We generate a 64-bit fingerprint
(M=64) for each image. To obtain the set V, we set the threshold k=1 when using
LBP feature and k=3 when using gray-scale histogram feature. The reason why we
use different thresholds is that we hope the intermediate set V' to be large enough for
comparison. In our experiments, each time, we randomly select 1,000 images from the
data set as queries. Then we calculate the mean and the variance of |V|. To reduce the
influence of the random errors, this process is repeated 10 times.
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Fig. 5. The size of the candidate set )V obtained by the feature-based Simhash. The left side of the
figure is LBP and the right side corresponds to gray-scale histogram. It shows the feature-based
Simhash works well when using LBP feature but totally fails when using gray-scale histogram.

Table 1. The mean and the deviation of |V| of different algorithms when using LBP: basic
Simhash, model-based Simhash, feature-based Simhash and the combination of model- and
feature- based Simhashs

E[V]] SD[[V]

basic Simhash 580.0 1184.230

mod. Simhash 187.457 595.943
fea. Simhash 1.790 7.902
fea.+mod. Simhash 1.430 1.874

The results of approximated model-based Simhash are presented in Figure [l It
shows that for both gray-scale histogram and LBP, our algorithm can effectively de-
crease E[|V|] and D[|V|]. This illustrates that in the further processing, our method is
more efficient thus is more discriminative.

From Figure [(a), we find when the size of candidate hyperplane set is large (640
here), the basic Simhash outperforms our method. This is mainly because of the hyper-
plane selection process. Specifically, we select the random hyperplanes with the small-
est I'(+). According to the definition of the I'(+) value, random hyperplanes with smaller
I'(-) values tend to cross through the center of the shell. So when the N is very large,
our method prefers to choosing those hyperplanes that just cross through the center of
the shell, which makes the selected hyperplanes tend to be similar.

Figure [§]reports the performance of the feature-based Simhash. The left side of Fig-
ure [3] shows our feature-based Simhash can effectively decrease E[|)|]. But unfortu-
nately, as presented in the right side of the Figure[5] the feature-based Simhash totally
fails when using gray-scale histogram feature. We examine the data set carefully and
find that most images have a large area of white background and the original value dis-
tribution is not normal or near normal. In this case, some other techniques should be
considered to convert the given distribution to a standard normal.

A natural question is whether the combination of the model-based and the feature-
based Simhash can improve the final search performance. Here, we combine such two
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Fig. 6. The mean and the variance of |V|. (a) Gray-Scale Histogram. (b) Local Binary Pattern
(LBP). It shows that our model-based Simhash can almost consistently decrease the mean and
the variance of |V|.

models and test the combination on the image set. Specifically, we firstly process the
original data by the standardization transformation. Then, our approximated model-
based Simhash is carried out.

The results are shown in Figure [6l Figure [f(b) shows that when using LBP feature,
the combination significantly outperforms the basic Simhash. However, affected by the
feature-based simhash, the combination of model- and feature- based Simhashs com-
pletely fail (as presented in Figure[f(a)). As analysis above, Normal standardization in
feature-based Simhash needs to be replaced by some other standardization techniques.

Considering the result in Figure [6] we make a quantitative analysis of different al-
gorithms when using LBP feature. The result is listed in Table [Tl It shows that model-
and feature- based Simhash are complementary and the combination can improve the
performance.

Most results illustrate that our model-based Simhash can significantly decrease E[|V|]
and D[|V|], which demonstrates that our method is more effective, robust and stable than
the basic Simhash.

5 Related Work

Many works have proposed on fast similarity search. For example, KD-tree [7] returns
accurate results. But when the dimension of the feature space is high (> 10), it becomes
quite inefficient and even slower than brute-force approach [§]]. For high-dimensional
data, a notable method is Locality Sensitive Hashing (LSH) [9]. Just like Simhash,
LSH also performs a random linear projection to map similar objects to similar hash
codes. However, in practice, LSH suffers from the efficiency problem, since LSH may
tend to generate long codes [10]. Another notable work is Spectral Hashing [11[], which
has been proven significantly improvement on LSH. However, the assumption made
by spectral hashing of input vectors with a known probability distribution restricts its
application. Some other works involve reducing the storage of LSH/Simhash [12/13]],
kernelized Simhash [[14] and so on.
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Conclusions

In this paper, we have presented a novel method for quantitatively measuring whether
the basic Simhash can be directly applied to perform similarity search in a given data
set. Our method is mainly based on the analysis on the location of the whole data set
via Support Vector Data Description (SVDD). Based on the analysis, we propose two
methods to improve the search performance of the basic Simhash algorithm. Most re-
sults show that our method outperforms the basic Simhash significantly.
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ful comments. This work is supported by the National Natural Science Foundation of
China under Grant No. 60873174.
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Abstract. Semi-structured Information Retrieval (SIR) allows the user
to narrow his search down to the element level. As queries and XML doc-
uments can be seen as hierarchically nested elements, we consider that
their structural proximity can be evaluated through their trees similarity.
Our approach combines both content and structure scores, the latter be-
ing based on tree edit distance (minimal cost of operations to turn one
tree to another). We use the tree structure to propagate and combine
both measures. Moreover, to overcome time and space complexity, we
summarize the document tree structure. We experimented various tree
summary techniques as well as our original model using the SSCAS task
of the INEX 2005 campaign. Results showed that our approach outper-
forms state of the art ones.

1 Introduction

XML documents are organized through semantically meaningful elements. As
content is distributed over different levels of the document structure, using this
information should improve the overall search process as well as it enables the
returned information to be more focused on the expressed needs. In this context,
Semi-Structured information retrieval (SIR) models aim at combining content
and structure search processes.

XML documents are structured through nested tags. This hierarchical organi-
zation is naturally expressed through a specific graph representation, i.e. treesEI,
in which nodes are elements and edges hierarchical dependencies. In an XML
tree, the text is located in the leaves which are the bottom nodes of the hi-
erarchy. In structured retrieval, queries can be expressed using either Content
Only constraints (CO) or both Content And Structure constraints (CAS). As
for XML documents, the structural constraints expressed in CAS queries can
be visualized through a tree representation, and might contain two parts: the
target element indicates the tag element we want to retrieve and the rest of the
structural constraints is called support or environment.

Figure [[l shows a conversion example of an XML document and a query@. The

! Trees are a particular type of graphs which do not contain any cycles. Cycles are
paths starting and ending with the same node.

2 This query is expressed in the NEXI [20] (Narrowed Extended XPath) language used
in the context of the INEX evaluation campaign.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 73-B3] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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Fig. 1. Tree representation of an XML document and a query in which we want a “p”
element about “matching”’ contained in an “s” element about “graph”

target element is “p”. For clarity reasons we shorten the tags. In real case the
“p” is equivalent to the semantically richer “paragraph”.

Based on these representations we propose a SIR model based on both graph
theory properties and content scoring. To our knowledge, only few SIR models
explicitly use tree matching algorithms between documents and queries. Most of
them reduce the structure of documents to strings which impoverish the amount
of information available to the matching process. Some authors such as Alilaouar
et al. [I], Ben Aouicha et al. [2] and Popovici et al. [16], lose a high level of
details to get back to their domain known approaches. Our approach uses the
well-known tree edit distance combined with a traditional IR model for content.
This allows to use the whole document structure to select relevant elements.
Moreover to improve space and time complexity we propose three methods to
summarize documents.

The rest of this paper is organized as follows: Section 2] presents existing
tree matching algorithms and XML retrieval approaches using trees; Section [3]
presents our model and finally Section [ discusses the experiments and results
obtained by our approach using the SSCAS task of the INEX 2005 campaign.

2 Related Works

In this section we will first overview some tree matching algorithms and then
give a brief survey on some SIR approaches based on tree matching.

2.1 Structural Similarities between Trees

Two graphs are called isomorphic if they share the same nodes and edges. Eval-
uating how isomorphic are two graphs is called graph matching. We make the
distinction between approximate matching and exact matching. The first one at-
tempts to find a degree of similarity between two structures while exact matching
tries to validate the similarity. Because of the context of our work, we will focus
here on approximate tree matching. There are three main families of approxi-
mate tree matching: alignment, inclusion, and edit distance. As the later offer
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the most general application we will focus on this one. Tree edit distance algo-
rithms [I8] generalizes Levenshtein edit distance[l4] to trees. The similarity is
the minimal set of operations (adding, removing and relabeling) to turn one tree
to another. Given two forests (set of trees) F' and G, I'r and I'g their rightmost
nodes, T'(I'r) the tree rooted in I'r and the cost functions cge() and ¢paten () for
removing (or adding) and relabeling, the distance d(F, G) is evaluated according
to the following recursive lemma:

d(F7 @) = d(F — FF,@) + Cdel(FF)
d(@, G) = d(@, G — Fg) + Cdel(Fg)
((l) d(F — FF,G) + Cdel(FF) (1)
(b) d(F,G — I'c)+ cae (L)
(o) AT (Te) =T T(T6) = Io)
+d(F —T(I'r),G —T(I'g))+Cmaten(I'r, )

Operations (a) and (b) are respectively the cost cgei() of removing I'r or I'g
while (¢) is the cost ¢naten() of relabeling the I'r by I'. Later, Klein et al. [13]
reduced the overall complexity in time and space by splitting the tree structure
based on the heavy path (defined in Section B3). Demaine et al. [6] further
improved this algorithm by storing substrees scores in order to reduce calculation
time. Finally Touzet et al. [§] used a decomposition strategy to dynamically
select always the best nodes to recurse on between rightmost and leftmost which
reduce the number of subtrees in memory. The best tree edit distance algorithms
uses @(nm) on space complexity and between @(n x log(n).m x log(m)) [8] and
O(n.m(1 + log(;))) [6] on time for n and m the respective sizes in nodes of
two trees T and T». Tree edit distance algorithms are efficient but slow on large
trees. One way to overcome this issue in SIR is to reduce the document tree size
by pruning or summaries. Used mainly on indexing and clustering, the latter is
based on the intuition that the document underlying structure can be captured
efficiently with a smaller size representation. As we will see in Section 2.2] the
summarizing algorithm proposed in [4] provides satisfying results in improving
the runtime. In this paper, we will apply this algorithm to XML retrieval.

d(F,G) = min

2.2 Semi-structured Information Retrieval

XML documents as well as CAS queries can be represented as trees. It then
seems natural to apply tree matching algorithms for the document-query match-
ing process. However, following INEX proceedings overviews ([7] and [9]), tree
matching is uncommon in SIR. One can however find two main categories of
retrieval approaches in the literature using XML trees matching.

The first one uses relazation, which means reducing the links or constraints.
Relaxing is a research space expansion process. The general idea is to translate
the tree structure into a set of binary weighted edges. This simplified repre-
sentation allows to use traditional IR models. For example, Alilaouar et al. [I]
combined relaxation and minimal covering trees. Similarly Ben Aouicha et al. [2]
relaxed the whole hierarchical constraints by adding virtual edges. These edges
are weighted based on the initial hierarchical distance in the document structure.
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The resulting arcs are then projected on a vector space and the document-query
matching is done using a traditional Vector Space Model. Some other approaches
as for example [5] use fuzzy closing in which a set of virtual edges representing
all tree’s transitive relationships is created based on the closing property. One
can also found approaches that directly use edit distance algorithms. Popovici
et al. [I6] translated documents tree structure in a set of paths and evaluated
the document-query similarity using the Levenshtein [14] string edit distance.
Other works using tree matching algorithms can be found in IR related domains,
like error detecting and clustering. In their papers, Boobna [3] and Rougemont
[17] check XML documents conformity to their DTD thought tree edit distance.
Similarly, Dalamagas et al. [4] summarize documents before applying Tai [1§]
algorithm to cluster them.

The fact that there are relatively few SIR models using explicitly tree match-
ing algorithms could be due to the complexity of such approaches. All of the
previously presented models always applies trees conversion to restrict the prob-
lem to a smaller search space. This removes a lot of details. In this paper we
attempt to overcome the complexity drawback by summarizing the structure
without loosing too much of the structural information.

3 Tree-Edit Distance for Structural Document-Query
Matching

We assume that a query is composed of content (keywords) and structure con-
ditions, as shown in Figure [l The document-query similarity is evaluated by
considering content and structure separately, and we then combine these scores
to rank relevant elements. In this section, we first describe the content evalua-
tion. We then present our subtree extraction and summary algorithms. Finally
we detail our structure matching algorithm based on tree edit distance.

3.1 Content Relevance Score Evaluation

First, we used a tf X idf (Term Frequency X Inverse Document Frequency [11])
formula to score the document leaf nodes according to query terms contained in
content conditions. To score inner nodes, our intuition is that a node score must
depend on three elements. First, it should take into account its leaves scores,
that form what we call intermediate score. Second we should score higher a
node located near a relevant element than a node located near an irrelevant one.
Finally, there must be a way to balance the hierarchical effect on the node score.
Based on these constraints we define the content score ¢(n) of an element n as
the intermediate content score of the element itself plus its father’s intermediate
score plus all its father’s descendants score. Recursively, and starting from the
document root:
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(a1)
p(n) plar) =p(n) (0 = pedveaon)
) if n # root
| leaves(n) | = |leaves(ay) | | children(ay) |
~ ~ s~ ~ PR ~ -
c(n) = (%) (44) (#4) (2)

- -~ ~

p(n) otherwise
| leaves(n) |

(1) is the intermediate content score part with | leaves(n) | the number of leaf
nodes descendants of n and p(n) the intermediate score of the node based on
the sum of the scores of all its leaf nodes: p(n) = > (z), with p(z)
evaluated using a tf x idf formula.

(it) is the neighborhood score part which allows us to convey a part of the rele-
vance of a sibling node through its father a;. p(a1) is the intermediate score of
ay and | leaves(ay) | the number of leaves of a;.

(#i7) is the ancestor scores, with c¢(aq1) the final content score of the father aq
minus its intermediate score.

z€leaves(n) p

3.2 Extracting and Summarizing Subtrees

For each relevant leaf node (i.e. with a score p(x) > 0), we extract all the subtrees
rooted by all its ancestors starting from the first one whose tag is similar to a
tag in the query. In Figure[2 five subtrees are extracted.

Even the best edit distance algorithm runs with the minimal time complexity
O(n3) [8], it thus remains costly on large trees. In order to reduce the match-
ing space, we choose Dalamagas [4] summary rules which seem to be the best
compromise between preserving the overall structure and speed. As illustrated
in Figure [J these rules are “remove nesting” which is equivalent to move the
subtree of a node having the same label than one of its ancestor; and “remove
duplicates from father-child relationship” which removes the siblings having the
same labels. Based on these rules we create four different summary versions.
The first one, illustrated on top, is the strict adaptation of these rules to all
nodes while the second version, illustrated at the bottom, apply the summary
rules only for the nodes which labels are not in the query. Thanks to this version

5 Q
4 s
:_;;f | 3 |; ) [ gr:;ph
| ol R —“ mm:‘hing:
_it J g’uph:;.S I .g'aph: 0.;’: |

i Jo—' matching: 0.5 | | matching: 0.5 |

Fig. 2. Subtrees extraction based on relevant leaf nodes
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Partial (2 version) [—

_”, Coefficients for 3rd and 4th version

Fig. 3. The original document tree D and it’s tree summaries. On top the rules applied
for all node, at the bottom the rules applied only for tags that are not in the query.

we keep as many relevant nodes as possible while reducing the document size.
Finally, in the third and fourth versions, we adapt the first two ones by keeping
a record of the number of removed nodes. This will be used to multiply the edit
costs gei() Or Cmaten () during the recursion (eg. cger(it) will be multiplied by 2).

3.3 Structure Relevance Score Evaluation

As seen in Section 2.1l the tree edit distance is a way of measuring similarity
based on the minimal cost of operations to transform one tree to another. The
number of subtrees stored in memory during this recursive algorithm depends
on the direction we choose when applying the operations. Our algorithm is an
extension of the optimal cover strategy from Touzet et al. [§]. The difference is
that the optimal path is computed with the help of the heavy path introduced by
Klein et al. [13]. The heavy path is the path from root to leaf which pass through
the rooted subtrees with the maximal cardinality. This means that selecting
always the most distant node from this path allows us create the minimal set
of subtrees in memory during the recursion creating the optimal cover strategy.
Formally a heavy path is defined as a set of nodes [nq, ..., n;, ..., n,] satisfying:
ni+1 € children(n;

ni,nisa) € heavy {Vm € children(ni),zc Znir1,| T(niv1) |=] T(2) |

This strategy is used on the document and the query as input to our tree edit
distance algorithm (Algorithm 1). F, G are two forests (i.e. the document and
the query as first input), and pr and pg are positions in Op and O¢ the optimal
paths (i.e. paths of the optimal cover strategy). Function O.get(p) returns the
node in path O corresponding to position p. .

To evaluate the final structure score of a node n, we average the tree edit
distances between its subtrees and all of its ancestor ones and the query. These
distance are averaged by their cardinality in order to reduce the gap size between
the subtrees. With Anc(n) the set of n ancestors; a € Anc(n); T'(a) the subtree
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rooted in a; d(T'(a), Q) the edit distance between the tree rooted in a T'(a) and
@, the structure score s(n) is formally:

d(T(a),Q)
Eae{n,Anc(n)}(li \T(aa)‘ )

| Anc(n) | ®)

s(n) =

Algorithm 1. Edit distance using optimal paths
d(F, G, pr, pc) begin
if FF = © then
if G = © then
return 0O;
else
return d(F' - Op.get(pr)), @, pr++, pa) + cia (Or.get(pr);
end
end
if G = © then
return d(@, G - Og.get(pc)), pr, pa++) + cier (Oc.get(pa);
end
a =d(F' - Or.get(pr), G, prt++, pc) + cie (Or get(pr);
b=d(F, G - Or.get(pr), pr, pa++) + caer (Oc -get(pa));
¢ =d(F - Or.get(pr), G - Oc get(pc), pr++, pat++) + d(F -
T(Or get(pr)), G - T(Oc get(pc))) + cmaten (Or-get(pr), Oc .get(pc));
return min(a, b, c);
end

3.4 Final Combination

The final score score(n) for each candidate node n extracted as explained in
Section is evaluated through the combination of the previously normalized
scores € [0, 1]. Then the elements corresponding to the target nodes are filtered
and ranked. Formally, with A € [0, 1]:

score(n) = A x ¢(n) + (1 — A) x s(n). (4)

4 Experiments and Evaluation

We evaluated our approach on both summarized and unsummarized subtrees on
the INEX 2005 collection and compared our results with the official participants.

4.1 INEX Collection

INEX (Initiative for the Evaluation of XML Retrieval) is the reference evalua-
tion campaign for XML retrieval. To evaluate our approach we used the 2005
collection which is composed of 16000 XML documents from the IEEE Computer
Society scientific papers. These documents have an average of 1500 elements for
a hierarchical depth of 6.9.
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Fig. 4. MAeP score evolution over A\ parameter variation for content and structure

Two main types of queries are available, namely Content Only (CO) and Con-
tent And Structure (CAS). Tasks using CAS queries are centered on structural
constraints and were not reconducted in later campaignsﬁ. Four subtasks were
proposed. To evaluate queries in which structural constraints are semantically
relevant, we use in our experiments the SSCAS subtask, in which constraints are
strict on the target element and its environment.

There are two measures for the CAS subtasks [12]: Non-interpolated mean aver-
age effort-precision (MAeP) which is used to average the effort-precision measure
at each rank and Normalized cumulated gain (nxCG). This last one corresponds
to the cumulative gain at a threshold and is based on the ideal ranking over the
sum of all score to that threshold.

Finally we will use the “strict” quantization to aggregate specificity and exhaus-
tivity relevance judgments as it only takes into account fully relevant elements.

4.2 Experiments

We run our algorithm with four summary versions of document and query trees.
Our baseline is unsummarized version (full). Regarding the summary versions,
dalamagas summary corresponds to the run for the exact summary rules while
in partial summary nodes containing tags from the query are not summarized.
The multi extension for the both previous versions are for the cases in which
we keep a record of the number of removed nodes as a coefficient in the edit
distance. We set the removing cost cge() to 0.5 for a label in the query and 1
otherwise and the relabeling cost ¢pnatcn() to 0 for similar tags (eg: section and
subsection are considered as semantically similar) and 1 otherwise.

Figure[ shows the results for the MAeP metric depending on the A parameter
of equation (4). The best tuning for our system is around 0.5 which means an

3 Since 2010 a new task called Datacentric appeared. Centered on rich structure it
is based on the IMDB database which contains around 1 590 000 documents about
movies and several millions about actors, producers, etc. Our next experimentations
will of course use this collection.
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Fig. 5. Results for A = 0.5 compared to INEX 2005 participants

equal part of content and structure. However, if all of our solutions return better
results around the same value of A it is clear that two of them are well over the
others (more than 80% for the MaeP): our full tree algorithm and the partial
summary algorithm in which nodes that have tags equivalent to the query ones
are not summarized. We further notice that the results are equivalent for these
two cases which means that we can gain on runtime while keeping the score of
our intial solution. Moreover, keeping track of the removed nodes does not im-
prove our results. Even if it seems natural for the dalamagas summary in which
the tree structure is strongly altered through the removal of duplicate node de-
scendants, it seems more surprising for our partial summary. It can however be
explained by the fact that it artificially increases the number of nodes for a sub-
stitution score equal to 0. It means that it gives the same score for a summarized
tree with several noisy children nodes than for a subtree with only the correct
number of relevant nodes.Considering now efficiency, Dalamagas summary re-
duces the number of nodes to 48%, while our partial summary version reduces
their number to 45%. Regarding the running time, it is improved 20 times on
the average.

Figure [l shows the results for A = 0.5 over the various INEX 2005 metrics
compared to the best participants, namely the Max Planck institute with TopX
[19] a database-centered approach; IBM Haifa Research Lab [15] with a vector
space model and the University of Klagenfurt [10] which also uses a vector space
model. While our full tree and partial summary runs score slightly the same than
the first participants for the nxCG (an average of 5% under the first while 13%
over the second), our MAeP results are overall better (445 % compared to the
first one and +90% for the second) for all our runs.

4.3 Conclusions and Future Work

In this paper we presented an XML retrieval approach whose main originality is
to use tree edit distance. This solution allowed us to outperform other approaches
on the MAeP measure by 45% while proving the usefulness of structural infor-
mation in SIR process. However its main drawback, i.e. complexity, was time
consuming on the runs. We overcame this issue with a new set of summary rules
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which allowed us to keep the effectiveness of our solution while improving effi-
ciency though search space reduction. In future work we will improve our content
score as well as the overall edit distance cost system in order to better use the
tag semantics. Finally we are currently working on the INEX 2010 Datacentric
collection which will allow us to confirm our results on a bigger and semantically
richer collection.
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Abstract. A common limitation of many language modeling approaches is that
retrieval scores are mainly based on exact matching of terms in the queries and
documents, ignoring the semantic relations among terms. Latent Dirichlet
Allocation (LDA) is an approach trying to capture the semantic dependencies
among words. However, using as document representation, LDA has no
successful applications in information retrieval (IR). In this paper, we propose a
single-document-based LDA (SLDA) document model for IR. The proposed
work has been evaluated on four TREC collections, which shows that SLDA
document modeling method is comparable to the state-of-the-art language
modeling approaches, and it’s a novel way to use LDA model to improve
retrieval performance.

Keywords: Information Retrieval (IR), Language Model, Document Model,
Pseudo-Feedback, Latent Dirichlet Allocation (LDA).

1 Introduction

The language modeling approach has been successfully applied to many IR tasks [16].
However, the state-of-the-art language model is a unigram language model because of
the computational complexity. Although various heuristics (e.g. proximity [13]) and
resources (e.g. WordNet [3]) have been used to improve it, the unigram language
model can hardly capture semantic information in an article. For example, considering
trying to match the following query in a set of articles -- pianist, the unigram
language modeling approach intends to find documents that include words “pianist”,
“piano”, or “musician”. A sentence such as “Her hands mercilessly pounded the keys,
notes cascading into the surrounding stairway.” would be likely assigned a poor score,
but obviously, this sentence is closely related to pianist.

Using topic models for document representation is an interesting and exciting
research in IR. The Latent Semantic Indexing (LSI) model [5] and the probabilistic
Latent Semantic Indexing (pLSI) model [9], especially the recent Latent Dirichlet
Allocation (LDA) model [2], all focus on reducing high-dimensional data vectors to
lower-dimensional representations. Compared with the unigram language model,
LDA model has several advantages: (1) It creates a topical level between words and

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 84-D2] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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documents [2], which gives a better generalization performance.’ (2) Unlike the
unigram language model often using interpolated score, LDA integrates syntax [8],
specific information [4] and word burstiness [12] into the document generative
process naturally. (3) It offers a method for using semantic information in IR; it is
likely to highly rank documents that are related to the topic (even if they don’t
necessarily contain the exact query terms or their synonyms [4]). However, it is not
optimistic about directly using the LDA modeling approach as the document
representation in the IR literatures. Wang et al. [14] tested the TNG (topical n-gram
model, a variant of LDA) and LDA for IR on the SIMN (San Jose Mercury News)
collection, and pointed out that when the two models are directly applied to do ad-hoc
retrieval, the performance is very poor (their average precisions are 0.0709 and
0.0438, which are much lower than the state-of-the-art language modeling
approaches). We believe that there are two reasons which restrict the application of
LDA model in IR. First, good document model does not always bring good retrieval
performance [1], other factors (e.g. retrieval method, smoothing strategy, etc.) are also
important. Second, training LDA model for a corpus is too inefficient and the corpus-
level topics are not fit for each document in the set.

This paper proposes a generative probabilistic model for a document, which tries to
deal with the constraints of applying LDA model in IR mentioned above. The model,
which we call the single-document-based LDA (SLDA) model, is an extension to the
LDA model. In this paper, we further investigate the parameter setting and retrieval
method of SLDA, and compare it with the state-of-the-art language modeling
approach (the KL-divergence retrieval model [10]) on four typical TREC collections.
The experiment results show that (1) the appropriate topic number of SLDA model is
less than five; (2) the query likelihood retrieval method is suitable for SLDA model;
(3) compared with using the LDA model directly as the document representation,
using the SLDA model can obtain better retrieval performance, which competes with
the current state-of-the-art approaches.

This paper is organized as follows. The related work is reviewed in Section 2. The
SLDA model is defined in Section 3. In Section 4, the experiments are presented.
Finally we conclude the work in Section 5.

2 Related Work

Wei and Croft [15] believed that the LDA itself may be too coarse to be used as the
representation for IR, so they proposed three ways to integrate the LDA model into
the language modeling framework. Their method made the LDA-based document
model consistently outperform the cluster-based approach [11] and is close to the
Relevance Model.

Chemudugunta et al. [4] proposed a mixture model named SWB, modeling the
special words into generative model. Based on the modified AP and FR collections,
SWB improves the retrieval performance, and beats the TF-IDF retrieval method.

Wang et al. [14] presented a topical n-gram (TNG) model that automatically
determines unigram words and phrases according to the context and assigns mixture

' The document model evaluated by LDA has lower perplexity score than by the unigram
language model.
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of topics to both individual words and n-gram phrases. Although directly employing
TNG gets poor retrieval performance, significant improvements still can be achieved
through a combination with the basic query likelihood model.

All the previous approaches used LDA (or modified LDA) as an assistant to
language model. Directly using LDA as document representation hurts retrieval
performance badly. In our work, we employ SLDA document model alone, and get
the comparable results to the state-of-the-art. Our goal is not to argue that SLDA
model can take the place of language modeling approach in IR, but to prove that the
LDA modeling approach has been underexploited, and show a novel way to use LDA
model to improve retrieval performance.

3 SLDA Modeling Framework

In information retrieval, most of existing works on LDA model are set for the corpus
and assume that all the documents are consistent with the same probability
distribution. Figure 1(a) shows the graphical model representation of the standard
LDA model. There are C documents and K is the number of topics. ¢ represents the
document-topic multinomial and ¢ represents the topic-word multinomial. ¢ and

[ are parameters of Dirichlet priors for ¢ and ¢. For each document D, the N

words are generated by drawing a topic ¢ from the document-topic distribution ¢ and
then drawing a word w from the topic-word distribution ¢.
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Fig. 1. Graphical models for LDA (a) and SLDA (b)

3.1 SLDA Model

For each document in the collection, corpus-level topics are too coarse. Intuitively,
the number of topics in a corpus is much larger than that in single document. It is
clear that using a large number of topics to represent the semantics of a document is
not unavailable, but the semantic representation of the document would be too
generalized, which will make no obvious semantic difference between two
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documents. What’s more, the LDA model of whole corpus implies relationships
among words of different documents, but these relationships would be useless or even
harmful to the retrieval score. Therefore, we decide to establish LDA model on single
document. Figure 1(b) shows the graphical model for SLDA model. It should be
noted that SLDA has a similar structure to the LDA model while the difference is that
all the parameters are for single document, not corpus.

3.2 Relevant Metrics

Query Likelihood Method. The basic approach for language modeling for IR is the
query likelihood method, which takes the maximum likelihood of the document
model generating the query terms under the “bag-of-words” assumption as the
relevance between query and document. Given a query Q, the retrieval score of a
document D is:

ScoreQL(D,Q) =pQle,) - (1)

where ¢ is a document model of D (i.e. p(wlD) for each word w of D). So, we
can use SLDA to create ¢, for each document D, and then compute the relevant

score via query likelihood method.

Like language model, SLDA need to take some smoothing strategy to handle the
sparseness problem of assignment zero probability to unseen words. In this work, we
take the Jelinek-Mercer (fixed coefficient interpolation) smoothing method for SLDA.

pwlD)=(1-A)p,,.wID)+Ap,. (WIRef) . 2)

where P (W1 Ref) is the reference model, i.e. the maximum likelihood estimate of
word w in the background collection. And P (W| D) represents the SLDA model

for a document, its construction process is that: at first, we estimate the parameters @
and ¢ using Gibbs Sampling [6, 7], after get their posterior estimates § and 4, then

we calculate the probability of a word in a document as follows,

PuuwWID)=p(w|D.6.6)=" p(wlt.d)p(t16.D) - 3)

t=1

Negative KL-divergence and JS-divergence. LDA model can infer a new model on a
different set of data using existing model on old dataset, so we get another idea to
compute the relevance of document and query. After get each document SLDA model,
we use it to infer the query SLDA model, so we get document-topic and query-topic
multinomial distributions on the same topic collections, then we can use the Kullback-
Leibler (KL) divergence (a non-symmetric measure of the difference between two
probability distributions) of these two models to measure how close they are to each
other and use their negative distance as a score to rank documents as follows:
plQ)

Score,, (D,Q)=-D(6, 116,) = ;me) o8 D) )
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where 6, represents query-topic distribution and g, represents document-topic

distribution.

In probability theory and statistics, the Jensen-Shannon (JS) divergence is a
popular method of measuring the similarity between two probability distributions. It
is a symmetrized and smoothed version of the KL-divergence:

Score,s(D,0) = (D(8, 116,)+ D(6,116,))/2 - (5)

where g = (6,+6,)/2,We also use it as the metric.

4 Experiments

4.1 Dataset and Experiment Setup

The proposed work has been evaluated on four collections from TREC: AP
(Associated Press News 1988-1989), FR (Federal Register), STMN (San Jose Mercury
News) and TRECS (the ad hoc data used in TRECS8) with three different TREC topic
sets, TOPIC 51-100, TOPIC 101-150 and TOPIC 401-450. Queries are taken from the
title field of topics. Table 1 shows some basic statistics on these data sets.

Table 1. Statistics of data sets

Collection query avgdl #docs #qrels

AP 51-100 462 164,597 6101
FR 51-100 1495 45,820 502
SIMN 51-150 408 90,257 4881

TREC8 401-450 480 528,155 4728

All the experiments make use of Lemur toolkit* and Gibbs Sampling LDA toolkit’
for implement. Both the queries and documents are stemmed with the Porter stemmer.
Besides stemming, a total of 418 stop words from the Lemur stoplist are removed.

4.2  Comparison of Relevant Metrics

First of all, we compare the relevant metrics on AP dataset. Besides the query
likelihood method (QL), negative KL-divergence method (nKL) and JS-divergence
method (JS) mentioned above, we add two additional strategies. The motivation is
that when we take document-topic and query-topic as two K-dimensional vectors, we
can use angle and Euclidean distance of these two vectors (named VA and VD) to
measure their relevance. We use Dirichlet priors in the SLDA estimation with

2 http://www.lemurproject.org/
3 http://gibbslda.sourceforge.net/
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Fig. 2. The comparison of five metrics

a=50/Kk and B=0.1, which are the common and default settings in current research

[7]. We will try different values of K and Gibbs sampling iterations in following
experiments, so that we just fix the number of topics with K=100 and set the number
of iterations with 2000. The interpolated Recall-Precision curve represents the results
in Figure 2, which shows that the QL method significantly outperforms the others, so
we use query likelihood as the retrieval strategy in the rest experiments.

4.3 Parameter Settings

There are several parameters that need to be determined in our experiments. For the
SLDA model, the number of topics and the number of iterations are very important in
topic modeling. At the current stage of our work, we select these parameters through
exhaustive search manually. We have tried different iteration numbers with different
numbers of topics to see the MAP (Mean Average Precision) values of retrieval
results on the AP set. *

Table 2 shows the retrieval results on AP with different number of topics (K) and
iterations. We find that the performance impact of different numbers of iterations is
not very obvious; and the best selection of K is less than five, performance is
significantly lower when there are more than 10 topics. Therefore, 50 iterations and
K=3 are a good tradeoff between accuracy and efficiency.

In order to choose a suitable value of 1 on (2), we take a similar experiment
process as above on the AP collection and find 0.5 to be the best value for
performance.

* The results on others corpus show the same trends, so we only list results on AP.
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We compare the performance of the SLDA model (with query likelihood retrieval
method) with the KL divergence language model [10] (noted as LM) with Dirichlet
prior smoothing (we set the smoothing parameter to 2000, which are the common
settings in current research [17]) on the TREC collections. There are two comparison
experiments named Rank and Re-rank. For the “Rank” experiment, we use the two
models to retrieve top-ranked 1000 documents on the whole collections for each
query and compare their retrieval performance. In the other “Re-rank” experiment, we
first use the baseline model (i.e. LM) to retrieve 2000 documents for each query, and
organize these initial retrieved documents as a subset of the corpus, then re-rank the

D. Ma, L. Rao, and T. Wang

Table 2. Results (MAP) on AP with different K and iterations

K iterations
50 200 1000

2 0.2460 0.2461 0.2458
3 0.2467 0.2465 0.2467
5 0.2442 0.2445 0.2421
10 0.2398 0.2372 0.2371
20 0.2327 0.2315 0.2303
30 0.2307 0.2268 0.2266
50 0.2261 0.2257 0.2249

Comparison with Language Model

subset and use top 1000 documents for all runs to compare performance.

Table 3. The comparison of LM and SLDA retrieval results

Rank
Metrics AP FR SIMN TRECS
LM SLDA LM SLDA LM SLDA LM SLDA
MAP | 0.2568 | 0.2464 | 0.1127 | 0.0982 | 0.1921 | 0.1755 | 0.2312 | 0.2209
P@10 | 0.3980 | 0.3780 | 0.0680 | 0.0640 | 0.2760 | 0.2530 | 0.4360 | 0.4160
#rel_ret | 3454 3553 232 272 2987 2943 2764 2752
Re-rank
Metrics AP FR SIMN TRECS
LM SLDA LM SLDA LM SLDA LM SLDA
MAP | 0.1810 | 0.1686 | 0.0708 | 0.0575 | 0.1592 | 0.1182 | 0.1823 | 0.1641
P@10 | 0.3280 | 0.2700 | 0.0560 | 0.0440 | 0.2630 | 0.1960 | 0.2820 | 0.3100
#rel_ret | 2928 2940 153 176 2590 2349 2398 2269
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The re-rank step could be considered as using the pseudo-feedback technology in
retrieval task. Generally, the language modeling approach using pseudo-feedback
documents to re-estimate the query model. However, in our experiment, we employ
the query likelihood retrieval model which cannot accommodate the feedback
information naturally [16]. Therefore, unlike the traditional method, we use the subset
to train the background model (reference model) and re-estimate the document model.
In order to facilitate a fair comparison, we also use the pseudo-feedback documents to
re-estimate document model in language modeling approach. Table 3 shows the
comparison of the two models.

In Table 3, we can observe that on the AP and TRECS, SLDA is comparable to the
LM; on the FR and SJMN, SLDA falls a bit behind. Fortunately, on all the
collections, the recall of SLDA method is good, even higher than LM approach.
Therefore, there are much room for improvement. What’s more, on SJMN, SLDA
(MAP 0.1755, recall 2943) is more superior to TNG (MAP 0.0709, recall 2450) [14]
and LDA (MAP 0.0438, recall 2257), which probably means that, SLDA has an
advantage over traditional LDA-like models on document representation in IR.

5 Conclusions and Future Work

Using LDA as an aid can improve the retrieval performance; however, directly using
LDA as representation of document hurts the retrieval performance [14, 15]. In this
paper, we propose the SLDA model which employs LDA model directly on single
document representation. Our experiment results show that SLDA document model is
close to the current state-of-the-art language modeling approaches, which is better
than traditional LDA models to improve information retrieval performance. We think
that the LDA modeling approach has been underexploited, our goal is not to argue
that SLDA model can take the place of language modeling approach in IR, but to
show a novel way to use LDA model to improve the retrieval performance.

We further study the parameter settings and retrieval model of SLDA. Experiment
results on four TREC test collections show that the appropriate topic number of
SLDA model is less than five and the query likelihood retrieval method is suitable.

Our work can be extended in several directions: First, although we have found
empirically that document-level topics are better than corpus-level topics for
document representation, how to determine the number of topics is still a very
important problem. Second, for different documents, setting different number of
topics instead of a fixed number of topics for all the docs is an interesting direction.
Finally, it is challenging to develop a method to define the Gibbs Sampling iterations.

Acknowledgments. The research is supported by National Natural Science
Foundation of China (60873097, 60933005). We thank the anonymous reviewers for
their useful comments.
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Abstract. Learning to rank is one of the most hot research areas in information
retrieval, among which listwise approach is an important research direction and the
methods that directly optimizing evaluation metrics in listwise approach have been
used for optimizing some important ranking evaluation metrics, such as MAP,
NDCG and etc. In this paper, the structural SVMs method is employed to optimize
the Expected Reciprocal Rank(ERR) criterion which is named SVMERR for short.
It is compared with state-of-the-art algorithms. Experimental results show that
SVMERR outperforms other methods on OHSUMED dataset and TD2003 dataset,
which also indicate that optimizing ERR criterion could improve the ranking
performance.

Keywords: Information Retrieval, Learning to rank, Listwise, ERR.

1 Introduction

Learning to rank is one of the popular research fields in Information Retrieval. At
present, learning to rank has been divided into three categories in general, they are the
pointwise approach that is based on single document with respect to a given query,
the pairwise approach that is based on document preference pair according to a given
query and the listwise approach that is based on document list w.r.t a given query[1].

The pointwise approach takes the feature vector of each single document as input
instance, and takes the similarity between document and query as output. Here,
ranking model could be regarded as regression model or classification model. The
representative algorithms are McRank[2] and Pranking[3]. The disadvantage of
pointwise approach is that the relative order between documents cannot be considered
in learning process. Pairwise approach takes the document pair as input instance, the
representative algorithms are RankNet[4] and Ranking SVM[S5]. The input of listwise
approach contains a group of documents that are relevant to the given query and the
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output is a ranked list. Listwise approach can be divided into two categories, one of
which measures the difference between predict labels and ground truth labels using
loss function, such as ListNet[6] and ListMLE[7], the other one regards loss
function as the upper bound of evaluation metric, such as SVMMAP(8].

The experimental results on Letor3.0 indicate that listwise approach generally
performs better than pointwise approach and pairwise approach[1]. Hence listwise
approach could improve ranking performance. DCG metric is an important measure
for evaluating web retrieval results, which assumes that whether user chooses some
document in a ranked list only depends on position information of the document.
Nevertheless, the assumption ignores the fact that whether user chooses i-th document
in ranked list also depends on other factors. Therefore a new evaluation metric named
Expected Reciprocal Rank(ERR)[9] is proposed, which is employed for results
evaluation in learning to rank challenge organized by Yahoo! at 2010. Structural
SVMs[10] could find the global optimal solution, hence this paper proposes
SVMERR method for the above reasons, which employs structural SVMs to optimize
ERR metric. We expect this method may improve the retrieval performance.

This paper is organized as follows. It starts with the introduction of the new
evaluation metric ERR in Section 2. Section 3 describes our approach named
SVMERR. We make the experiments to test the performance of our method in
Section 4. Section 5 gives the conclusion and future work.

2 Ranking Evaluation Criteria

2.1 Expected Reciprocal Rank (ERR)

ERR is an improvement of DCG metric, DCG metric assumes that whether user
chooses some document in ranked list only depends on position information of the
document. However, in real scenario of a search engine, the browsing behavior of a
user is determined by diverse factors. Whether user choses i-th document in ranked
list also depends on the satisfaction that user thinks of the documents less than i, this
model is called cascade model, which can model the user’s real browsing behaviour,
and ERR metric is a ranking measure that based on cascade model.

For the given query ¢, we assumes that document i satisfies the user with
probablity R;, then for a given set of R;, we assumes that user browses ranked list from
top to bottom, the likelihood for which the user is satisfied and stops at position 7 is
calculated as follows:

(1-R)R, (1)

r—1
i=1
which denotes the probability that the user is not satisfied with the first -1 documents
and is satisfied with the r-th document.

The satisfied probability R; could be estimated by maximum likelihood on the click

logs, and also could be set as a function of documents® relevance degree. Let g;be
the relevance degree of the i-th document, then:

R, =R(g;) 2
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where R is a mapping from relevance degree to relevance probability. Similar to the
gain function of DCG, R could be defined as follows:

2 8max

where g is the relevance degree, g,.,, denotes that the document is extremely relevant.
For example, if a 5 point scale is used, then g equals to 0 denotes that the document is
irrelevant, and the most relevant document could be marked as g equals to 4. Equation
(3) indicates that the probability that the user will be satisfied and stop browsing is big
when the relevance degree of document is high.

Give a utility function ¢, which is similar with the discount function in DCG,
should meet the condition that ¢(1) equals to 1, and ¢(r) tends to O when position r
tends to infinity. Given function ¢, a cascade based metric is the expectation of ¢(r),
the variable r is the ranking position where the user finds the document that he want.

Expected Reciprocal Rank (ERR) is defined as a cascade based metric that using
function ¢(r) =1/r:

R(g)= g€(0, g} 3)

ERR = Z I—P, 4)
r=1 T
where P, stands for the probability that the user stops at position 7, and n denotes the
number of documents in the ranked list. P, is defined in equation (1). ERR criterion is
generated by taking equation (1) into equation (4):

ERR = z l]"_[] (1-R)R, )]
r

r=1 i=1

Average the ERR(q) over all queries, we could get the final ERR value.

3 Optimize ERR Metric Using Structural SVMs

3.1 Structural SVMs

Ranking is composed of three parts, the first part is ranking model w, and the second part
is a feature map ¢(x;, y) that maps ranked list x; and relevance labels y to a d-dimensional
space vector, in which d is the number of feature vectors. A score for rank y is noted as
w'p(x;, ), through which we could evaluate the merits of rank y. Given the document list
for a query, we assume that the ideal ranking list is y; (i.e. it places all relevant documents
at top ranks and irrelevant documents after that). y is the ranked list that generated by
model w, and the difference between y; and y is the third part in ranking, which is called
loss function and noted asA(y, y). We use the structural SVMs to learn a ranking model
w, the optimization problem is described as follows:

. 1 2 C m
min —lloll© +—
®,E>202 m Zk:'étk

st. Vk,VyeY \y,.: (6)
o' p(x .y )zopx, )+ Ay, .-
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where parameter C is a penalty factor. Parameter m is the number of queries in
training dataset, w denotes ranking model. If predicted ranked list y is bad, then A(y,
y) will be very large, to meet the constraint in equation (6), the slack variable ¢ . also
needs to be increased.

3.2  Optimize ERR Metric Using Structural SVMs

For any query k, the number of possible predicted ranked lists y is n!, where n is the
number of documents corresponding to k, which will increase the complexity of
finding solution. For this reason, cutting plane algorithm is employed to optimize
ERR metric, which is described in Table 1.

Table 1. Cutting plane algorithm

1: Input: (x;,y),k €[1,n], C and tolerance ¢
2: Set W, to zero vector, foralli=1, ... ,n
3: Repeat
3.1:fori=1,...,ndo
3.1.1: compute H(y, w)=4(y;, y)+ wT(p(xk, y)—wT(p(xk, Vi)
3.1.2: find y*=argmax, €Y {H(y,w) }
3.1.3: find ¢ =max{0,max,  w; H(y’,w) }
3.1.4: if H(y* w) >&+e then
Wi=W;U (%)
optimize equation (12) on W=U;W;
Until no W; has changed during iteration

There are four problems to solve when structural SVMs is employed to optimize
ERR criteria. The first one is the selection of feature map ¢(x;, y); the second problem
is how to find the most violated constraint y* that maximums the H(y,w); the third one
is how to define the loss function of ERR during training process; and the final
problem to solve is the definition of variation quantity generated by exchanging
documents. These will be explained in the following subsections.

In this paper, we choose the partial order feature map which is defined as follows:

1 B ,
Q(x,,y)= WZZ]I |IC:l‘y,j(xk,—)ckj) (7

where IC*| is the number of relevant documents in document list x;, and IC is the
number of irrelevant documents; for any y €Y, y;=1 if relevant document d;is ranked
ahead of irrelevant document dj, y;=-1 otherwise. x;; denotes the feature vector of
document d; in the document list corresponding to query k.

For each iteration of cutting plane algorithm, there is a working set. For the k-th
query, the ranked list y that maximizes H(x;, y; w) need to be find, where y#y;; then
the ranked list y will be added to the working set, and equation (6) will be optimized
on the new working set. Its mathematical expression is listed below:
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arg maxH(xk y; @) = arg max[A(yk y)+a) o(x,,y)—w (/’(Xk vyl ®)

yEV V£ YL

Since for the given query k, the score ngo(x,O ) of ideal ranked list y; is constant
with respect to y, equation (8) or equivalently,

arg max H(x,,y;w)=arg max[A(y,f ,V)+ a)Tqi(xk ;W] ©)]

£y, YEYL

where w'(x;, y) is the score of ranked list y, according to the feature map in 3.2.1, the
wo(x, y) in equation (9) is:

@ P(x,,y) mzlc IZIC I)’,, (s, — (10)

where s; equals to w'x, which denotes the score of document i in the ranked list
corresponding to query k. The loss function of ERR criterion4(y;, y) in equation (9)
is defined as follows:

» 154
ACYe¥) ., =1-ERR(y)=1-), '_=17H (1-R)R, (1)
i=1

For given query k, the value of H(x,, y; w) will be changed when we exchange two
documents. Fist, the relevant documents and irrelevant documents will be both sorted
in descending order by w'x,; and the ideal ranked list is generated (i.e. all relevant
documents are ahead of irrelevant documents).Then we insert each irrelevant
document into relevant documents list and find the positions that maximize H(x;, y;
w), so we get the most violated constraint y. In the following, we will consider the
situation that the i-th relevant document and j-th irrelevant document are swapped
with each other in query k. The & ,,.jqme denotes the variation quantity generated by
exchanging the i-th relevant document and the j-th irrelevant document, whose
definition is:

aexchange = §[a)T q)(‘xk > y)] + 5[A(y k> y)] (12)

1) exchange 18 Made up of two parts, one of which is generated by the change of
feature map score w'p(x;, y), the other is generated by the change of loss function
Ak ¥)err- Their definitions are listed in equation (13) and equation (14).

T 2 r
Slo o(x,, )] = _Ww (x4 = x;5) (13)

1
[A(vw)]——]‘[ (1—R)——H U-’“-%Z l]'[(1—R)R (% i)
—i+1

(14)

Equation (14) denotes the variation quantity generated by the loss function of ERR
AV, ¥)er- Comparing with the change generated by DCG, equation (14) could reflect
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the influence generated by exchanging documents well, because ERR metric
considers that the documents ranked in front of document i will influence user‘s
choice behavior. In equation (14), variable i and j are the ranking positions of
document i and document j in the ranked list. R,is the probability that user satisfied
with the 7-th document, and R, is the probability that user satisfied with the r-th
document (reference to equation (1)).

After we defined the loss function of ERR and the variation quantity generated by
exchanging documents, the most violated constraint y is generated by the method of
exchanging documents. Then ranking model w is computed by using cutting plane
algorithm. Further, the documents for query g will be scored by model w and be
ranked by scores in descending order.

4 Experiments

We use OHSUMED and TD2003 dataset in LETOR3.0 released by MSRA[12] as our
experimental data collection. The exact set of features is the set of standard features
proposed by LETOR3.0. OHSUMED dataset contains 106 queries, 11303 irrelevant
documents and 4837 relevant documents and TD2003 dataset contains 50 queries,
516 relevant documents and 48655 irrelevant documents. The two dataset are both
evenly divided into five groups for five times cross validation. We perform the
experiments on these dataset, and the results are compared with Regression (point-
wise approach), Ranking SVM (pairwise approach), SVMMAP, SVMNDCG and
ListNet (listwise approach).

4.1 Experiment on OHSUMED Data

Figure 1 shows the precision curve for each algorithm on OHSUMED dataset, from
which we could observe that ListNet algorithm gets the best result at P@land P@3;
SVMNDCG algorithm get the best result at P@2, but SVMERR algorithm does not
perform well and only outperforms others at the P@5 to P@10. From Figure 2, we
could see that at NDCG metric level, SVMERR performs normally compared with
other algorithms.

0.66

0.64 % —>— SVMMAP
0.62 —e— SVMNDCG
0052 —A— ListNet

0.56 —e— SVMERR
0.54 —x— Regression
0.52 —e— Ranking SVM

Fig. 1. Average P@k Curve on OHSUMED dataset
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Table 2 shows the MAP value for each algorithm, and table 3 presents the
compared result on ERR value between SVMNDCG and SVMERR.
From table 2, we could see that SVMERR does not make much improvement on
MAP score level compared with other methods, and table 3 indicates that SVMNDCG
method outperforms SVMERR on ERR level.

—>—SVMMAP
—&— SVMNDCG
—A— ListNet
—e— SVMERR
—x— Regression

—e— Ranking SVM

Fig. 2. Average NDCG@k Curve on OHSUMED dataset

Table 2. Comparison with other methods by MAP

Algorithms Foldl Fold2 Fold3 Fold4 Fold5 avgMAP

SVMMAP 0.3423 0.4540 0.4620 0.5179 0.4500 0.4453
SVMNDCG 0.3492 0.4730 0.4610 0.5112 0.4487 0.4485
ListNet 0.3464 0.4500 0.4610 0.5106 0.4611 0.4457
Regression 0.2979 0.4302 0.4398 0.4978 0.4442 0.4220
Ranking SVM 0.3038 0.4468 0.4648 0.4990 0.4528 0.4334
SVMERR 0.3483 0.4500 0.4620 0.5121 0.4710 0.4487

Table 3. Comparison with NDCG method by ERR

Algorithms Fold1 Fold2 Fold3 Fold4 Fold5 avgERR

SVMNDCG 0.4239 0.5190 0.5300 0.5052 0.5205 0.4995
SVMERR 0.4251 0.4650 0.5350 0.5157 0.5209 0.4923

4.2  Experiment on TD2003 Data

Figure 3 presents the precision curve for each algorithm, where x-axis denotes the
position k and Y-axis denotes the precision for each position k, and Figure 4 is the
NDCG @k curve for each algorithm, where x-axis also denotes the position k and Y-
axis denotes the NDCG @k value.

From Figure 3 and Figure 4, we could observe that the performance of SVMERR
is better than others at P@1, P@2 as well as NDCG@1, NDCG@3 and so on,
because the metric ERR, which is based on cascade model, takes user’s browsing
behavior into consideration, and exactly corresponds with the real retrieval situation.
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Fig. 4. Average NDCG@k Curve on TD2003 dataset

Table 4 shows the MAP values of each algorithm at each fold in TD2003 dataset, and
table 5 presents the comparison of SVMERR method and SVMNDCG method on

ERR metric.

Table 4 presents that at MAP metric* level, SVMERR obtains the best result on
Fold1 and Fold5 compared with other methods and make a improvement at average
MAP value. Table 5 shows that compared with SVMNDCG, SVMERR gets the best
value on Fold2, Fold3 and Fold5, and the average ERR value outperforms that of

SVMNDCG.
Table 4. Comparison with other methods by MAP
Algorithms Foldl Fold2 Fold3 Fold4 Fold5 avgMAP
SVMMAP 0.1719 0.2369 0.3421 0.2760 0.1958 0.2445
SVMNDCG 0.1822 0.2206 0.4463 0.2979 0.1685 0.2631
ListNet 0.1925 0.3249 0.3813 0.2755 0.2023 0.2753
Regression 0.1262 0.3009 0.2665 0.2658 0.2450 0.2409
Ranking SVM 0.1637 0.2576 0.4079 0.2356 0.2490 0.2628
SVMERR 0.2020 0.2888 0.3704 0.2753 0.2873 0.2847
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Table 5. Comparison with SVMNDCG method by ERR

Algorithms Foldl Fold2 Fold3 Fold4 Fold5 avgERR
SVMNDCG 0.2740 0.3351 0.3606 0.2911 0.3427 0.3207
SVMERR 0.2489 0.3741 0.3699 0.2735 0.4595 0.3451

In general, SVMERR method performs normally on OHSUMED dataset but
performs better on TD2003 dataset. We analyse the reason and think that the most
likely reason for this phenomenon is the scale of OHSUMED dataset is small, by
contrast, TD2003 dataset’s scale is large. Therefore experimental result on TD2003 is
more obvious. Anyway, SVMERR method definitely improves the performance in
information retrieval.

4.3  Experimental Analysis

We analysed the experimental results and concluded the reasons as follows.

First of all, the input of listwise approach contains a group of document that are
relevant with given query and the output is a ranked list, however, pointwise approach
only considers single document with respect to a given query, which is more like a
traditional classification or regression problem, and pairwise approach concerns with
document preference pair according to a given query. Both of which couldn’t consider
the whole document list, so in general, listwise approach outperforms the other two
approaches. Therefore the experimental results of the algorithms that belongs to
listwise approach are good, such as SVMMAP, SVMNDCG, ListNet as well as
SVMERR proposed in this paper.

Secondly, DCG metric, which is an evaluation measure of multi-level relevance
degree, could model the user’s browsing behaviour better. Hence the SVMNDCG
method performs well.

Finally, the DCG metric, which is based on position model, does not consider the
relevance of documents above the document of interest. However, ERR metric
considers this factor. In a way, ERR metric is an improved version of DCG, and
SVMERR is the method that optimizes ERR metric, therefore SVMERR performs
better than other methods.

Optimizing ERR metric brings the improvement of ranking performance, i.e.
making the ranked list better and increasing the user’s satisfaction. Nevertheless,
SVMERR improves the performance at the expense of time. More calculation will be
produced when calculating ERR loss function A(y;, y)... So the real systems should
balance the relationship between effectiveness and efficiency.

5 Conclusion

In this paper, we propose an algorithm named SVMERR, which adopts structural
SVMs to optimize ERR metric. We perform the experiments on LETOR3.0 dataset.
Experimental results show that optimizing ERR metric could help improve ranking
performance. Our contribution contains two parts as follows. Firstly, structural SVMs
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is employed to optimize ERR metric; secondly, we define the loss function of ERR
metric and the variation quantity generated by exchanging documents. Our future
work will focus on optimizing other evaluation measures.
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Abstract. This paper describes and evaluates different IR models and search
strategies for digitized manuscripts. Written during the thirteenth century, these
manuscripts were digitized using an imperfect recognition system with a word
error rate of around 6%. Having access to the internal representation during the
recognition stage, we were able to produce four automatic transcriptions, each
introducing some form of spelling correction as an attempt to improve the
retrieval effectiveness. We evaluated the retrieval effectiveness for each of
these versions using three text representations combined with five IR models,
three stemming strategies and two query formulations. We employed a
manually-transcribed error-free version to define the ground-truth. Based on our
experiments, we conclude that taking account of the single best recognition
word or all possible top-k recognition alternatives does not provide the best
performance. Selecting all possible words each having a log-likelihood close to
the best alternative yields the best text surrogate. Within this representation,
different retrieval strategies tend to produce similar performance levels.

Keywords: Medieval manuscripts, IR with noisy text, OCR, handwritten text
IR, Middle High German, text recognition, digital libraries.

1 Introduction

During the last decade, there has been a growing interest in building large digital
libraries with the largest projects receiving national (e.g., Gallica) or international
support (The European Library, or Europeana). The main motivation behind such
projects is the preservation of our cultural heritage and allowing a worldwide user-
friendly access to this valuable material. From a technical perspective, handling old
historical documents and in particular medieval manuscripts represents a difficult
task. During the image processing and text recognition phases, we faced with the
artifacts surrounding the handwritten text, ink bleeding, holes and stitches on
parchments, etc. Our main objective is however to perform effective searches on the
transcriptions generated from these phases. Unfortunately, it is almost impossible to
obtain a perfect digital transcription of the original documents, meaning that we must
accept the fact that recognition errors will always reside. The level of the error rate
depends on various factors such as the accuracy of the recognition system, the quality
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of the contrast between the background and the ink, the regularity of the handwriting,
etc., keeping in mind that a high error rate may result in low retrieval effectiveness.

The medieval manuscripts were written in a non-standardized spelling, this aspect
introduced an additional challenge. By inspecting some passages we can easily find
different spellings referring to the same entity. This issue will reduce the retrieval
effectiveness. Moreover, the grammar used in medieval languages was clearly different
once compared to that of our modern days, thus allowing more flexibility to the writer,
varying from one region to another, or even from one writer to another residing in the
same region. In this context, our research group is participating in the HisDoc' project
wherein a large set of medieval handwritten manuscripts has been carefully digitized and
automatically transcribed (work done at the University of Fribourg and the University of
Bern respectively).

The rest of this paper is structured as follows. Section 2 provides an overview of
related work while Section 3 describes the corpora used in our experiments. Section 4
outlines the indexing strategies and describes the selected IR models. Section 5
evaluates and analyzes the results obtained from applying these IR strategies.

2 Related Work

Performing effective retrieval on historical manuscripts is still an unsolved issue
despite the increasing need of museums, libraries, and even the general public for
easy access to historical manuscripts [1], [2]. Many studies and experiments, in both
commercial and academic frameworks, have tackled the task of retrieving noisy text.

The first challenge is having to deal with the effectiveness loss caused by imperfect
character recognition [3]. In this context, TREC-5 (confusion track) constitutes a
useful starting point [4]. During this evaluation campaign, three different versions of
a corpus written in English were made available. The first and clean version of the
corpus forms the baseline, the second and third versions are the output of scanning the
printed corpus having character error rates of around 5% and 20% respectively. To
measure the retrieval effectiveness with the presence of noisy text, the TREC
evaluation campaign chose the MRR (mean reciprocal rank) metric, which is based on
the inverse of the rank of the first relevant item retrieved [5]. Such a measure reflects
the concern of users wishing to find one or a few good responses to any given request.

Using this measure, the best system in TREC-5 [6] had an MRR of 0.7353 for the
clean corpus, and an MRR of 0.5737 (relative difference of -22%) when facing with
an error rate of 5%. For the corpus having a 20% character error rate, the MRR value
was as low as 0.4978 (-32%). Similar degradation levels were obtained by other
participants [4]. However, these results should be moderated, given that Tagva et al.
[7] had shown that when using high-definition images and a high quality OCR
system, the error rate could be limited to around 2%.

Dealing with medieval handwritten manuscripts instead of typed text as well as
colored paper or writing media with stains, holes and stitches instead of a

! http://hisdoc.unine.ch
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high-contrast black-and-white would certainly generate an error rate higher than the
estimated 2%. Previous studies [1], [2], [3], [4] were also limited to the English
language, with, basically, documents dating to the last decades of the eighteenth
century (e.g. George Washington manuscripts [1], [2]). Working with older languages
means that we need to face with both spelling and grammar variations. In such cases,
various approaches have been suggested to deal with spelling variability as for
example the plays and poems in Early Modern English (1580 — 1640) [8], [9].
Shakespeare for instance had his name spelled as “Shakper”, “Shakspe”, “Shaksper”,
“Shakspere” or “Shakspeare”, but never as the current spelling. The German language
is known for its compound construction (e.g., worldwide, handgun). For instance, the
word Kiihischrank (refrigerator) is made up of two words, namely kiihl (cold) and
Schrank (cupboard). According to CLEF evaluation campaigns [10], splitting
compound words has shown to be effective for IR purposes as the same concept can
be expressed using different forms (e.g., Computersicherheit vs. Sicherheit mit
Computern). It is worth mentioning that compounding was not used as frequently in
Middle High German as it is in modern German. The percentage of compound nouns
to nouns in the first half of the thirteenth century was around 6.8%, this ratio
increased over the centuries reaching 25.2% in the modern German language [11].

Fig. 1. A small excerpt of the Parzival manuscript

3 Evaluation Corpora and Methodology

The corpus used in our experiments is based on a well-known medieval epic poem
called Parzival and is attributed to Wolfram von Eschenbach. The first version dates
to the first quarter of the thirteenth century and was written in the Middle High
German language. Currently, we can find several versions (with variations) but the
St. Gall collegiate library cod. 857 is the one used for experimental evaluation [12].
An excerpt is shown in Figure 1. An error-free transcription of the poem was created
manually and made available by experts. This version forms our ground-truth (GT)
text and was used to assess the performance levels in our experiments.
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3.1 Handwritten Recognition

In HisDoc, the manuscripts have been transcribed to the digital format using a Hidden
Markov Model whose basic features are described in [12]. This recognition system is
based on the closed vocabulary assumption implying that each word in the test set is
known or has already appeared in the training set. This recognition system has evolved
in terms of performance and achieved a word-accuracy close to 94%. Thus, the produced
transcription has a word-error rate of around 6% and represents the noisy version of
Parzival employed in our IR experiments. Each image corresponding to a whole page has
been automatically subdivided into smaller images, each representing a single line (verse)
of the poem. The line images are then processed for recognition during which the system
determines, for each word, the best set of possible recognitions. Instead of being limited
to a single candidate, the recognition system provides a set of seven possible words.
Within each set, the seven alternatives are graded and sorted in terms of their likelihood
to be correct. Thus, for each word, the seven resulting recognition#likelihood pairs are
stored as [w#L;, wi#L;, ..., wA#L;] where w; is the most likely word with L, having the
highest log-likelihood value. As a concrete example, we can inspect the word “man” in
the verse “dem man dirre aventivre giht” for which the recognition pairs are:
“man”#360006.7, “min”#35656.8, “mar’#35452.5, “nam”#35424.7, “arm”#35296.2,
“nimt”#35278.2, “gan”#35265.7]. In this case, the system succeeded to recognize this
occurrence of the word “man” correctly as it appeared in the first position of the
recognition set.

3.2  The Generation of Various Evaluation Corpora

Following medievalists' tradition, each verse (line) of the poem represents a
document. The current version used in our IR experiments contains 1,328 documents
corresponding to only a subset of the complete Parzival transcription. The remaining
4,477 verses form the training set used during the recognition phase and thus are not
included in the search evaluation. The number of tokens per verse ranges between 2
and 9 with a mean length equal to 5.3 words.

Having access to the internal representation of the recognition system, we can
investigate the quality of different output formats from an IR perspective. When
facing with a word error rate of around 6%, the simplest solution is to consider only
the most likely recognition for each word (e.g., using only “man” in our example).
We will refer to this version as BW1, which represents the classical output of a
recognition system. Considering that each document (verse) is quite short, the
existence of a recognition error will make the retrieval of the corresponding verse an
unattainable task without some sort of spelling correction or soft matching between
the search keywords and the text representation. Therefore, we generated three
additional corpora denoted BW3, BW7 and BWS. The BW3 version is similar to
BW1 except that the best three possible alternatives for each word were automatically
included. For the same example above, the first token of the verse will be represented

EEINT3

by the three words “man”, “min” and “mar”. Following the same vein, we generated
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BW?7 by incorporating all of the seven alternatives for each word. This version
corresponds to the highest intensity of spelling (and recognition) variants.

Finally, we produced BW§ with a wiser strategy for incorporating term substitutes.
Alternatives are included as long as the difference between the candidate’s log-
likelihood value and that of the most likely term is less than or equal to & (where
0=1.5% in the current study). Using our previous example, only the alternative
“min” is present in addition to the term “man” in the BWJ version.

The benefit sought from incorporating more than one recognition alternative is to
overcome the word recognition errors as well as the non-normalized spelling. For
instance, the term “Parzival” appeared in the original manuscript as “Parcifal”,
“Parcival” and “Parzifal”. All of these variants are possible and must be considered
as correct spellings. Another example of spelling variants would be “vogel” vs.
“fogel” (bird) and “fisch” vs. “visch” (fish) - unlike modern German, capitalizing
nouns’ initials was not used at that era. During the recognition phase, some of these
variants may appear in the recognitions’ list and using the BW3, BW7 or even BWd
corpora, some or all of them can be retained in the text representation. At this lexical
level, one should also consider the inflectional morphology where various suffixes
were possibly added to nouns, adjectives and names to indicate their grammatical case
(e.g. as in Latin and Russian). With this additional aspect, the proper name “Parcival”
may appear as “Parcivale”, “Parcivals” or “Parcivalen”, increasing the number of
potential correct spelling variants.

3.3 Known-Item Query Generation

The manual construction of user queries together with their relevance judgments is a
very costly task. A cheaper alternative is to generate them automatically. This issue
had been the subject of many studies in order to obtain comparable quality between
the automatically generated queries and those built by real users [13], [14], [15]. In
the context of simulated query building and known-item search, we have adopted the
approach suggested by [13]. This approach is based on a probabilistic framework
(see Table 1) simulating the behavior of a user who wants to retrieve a known
document, trying to aggregate terms that s/he recollects from the target item.

Table 1. The basic known-item query generation algorithm according to [13]

Initialize an empty query Q = {}

Select the document d; to be the known-item with probability Prob[dj]

Select the query length s with probability Prob[s]

Repeat s times {
Select a term ¢; from the document model of d; with probability Prob[#16,].
Add ¢; to the query Q. }

Record di and Q to define the (known-item / query) pair.

In adopting this algorithm, we excluded all short words (whose length is less than
four characters) from being potential search terms. Moreover, words belonging to the
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list of the 150 most frequent terms in the corpus were eliminated automatically.
Finally, we generated three sets of 60 queries each, these are denoted QT1, QT2 and
QT3 and contain single-, 2- and 3-term queries respectively.

To define the probability of selecting a given document (Prob[d,]), we used a
uniform distribution. For choosing the query terms (Prob[#;16,]), each word has a
chance proportional to its length (in characters), the higher the length, the higher the
probability of being selected. This random process was used to generate the QT1 set.

For longer queries, we decided to augment the source of the search keywords. The
underlying language model would consider the verse defining the known-item itself,
and possibly the preceding and the following lines. In this random process, the verses
were not assigned the same probability since the words occurring in the central verse
were given twice the chance to be selected. As a final modification, when generating
the QT3 set, the third query term had the possibility to originate from the short words
list or the 150 frequent terms. This makes it possible to obtain nominal and
prepositional phrases by having two informative terms combined with a preposition.

4 Indexing Strategies and Retrieval Models

In this paper we present a broad view of the performance achieved by various
combinations of document representations and retrieval models [16]. As a first
representation of verses and queries we adopted the word-based model without any
stemming normalization. We used the same representation again but removed the four
most common forms, namely: der, daz, ir and er. Another possible variation would be
to remove all common words (e.g., the 150 most frequent forms).

As a second approach, we applied a light stemmer especially adapted for the
Middle High German language. Following the principles used in an English light

9% ¢

stemmer [17], this solution will remove a limited number of suffixes (namely “-e”,
en”, and “-er”) under the constraint that the resulting stem is longer than three
characters. We also implemented a more aggressive stemmer to remove a larger set
of both inflectional and derivational suffixes. We expect a higher effectiveness level
using this approach since the best performing run in TREC-5 confusion track [6]
implemented an aggressive stemmer (Porter).

Alternatively, text can be represented by overlapping sequences of n letters [18].
When setting n = 4 for example, the word “computing” generates the indexing terms
“comp,” “ompu,” ... and “ting.” When adopting this representation strategy, the
stemming procedure can thus be ignored, letting the weighting scheme assign low
weights to the most frequent sequences (e.g., “ting,” or “ably”). As an alternative we
suggest considering only the first n letters of each word (trunc-n). When specifying
n =4, the word “computing” would generate the single indexing term “comp”.

The terms extracted from a document can then be weighted using the classical #fidf
formula [16]. In this case, we account for the term frequency #f; of a term ¢ in a
document d; and its document frequency df;. More precisely, we define the idf
component as idf; =log(n/df;) with n indicating the number of documents in the
corpus. Cosine normalization can then be applied to obtain better performance levels.

Several variants of this vector-space model have been suggested, given that the
occurrence of a new term must be regarded as a rare event. In this case the first
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occurrence of certain term should be given more importance than its following
occurences, thus the #f component can be evaluated as log(#f)+1.

Moreover, to account for document length differences, Buckley et al. [19] suggest
using the Lnu-ltu weighting method where Lnu and lfu correspond to the term
weighting of the document and the query respectively (Eq. 1). This scheme was used
in the best performing TREC-5 system [6].

(incefy) + y
. (In(mean #f) +1) ) (ln(tqu )+ 1). idf

Waj

" = (D
Y (1-slope) - pivot + slope - nt; (1-slope) - pivot + slope - nt;
where nt; indicates the number of terms in a document d;, pivot and slope are two
constants used to normalize the weights as a function of the mean document length.
As a complement to these two vector-space models, we considered two IR
probabilistic schemes. First, we used the Okapi approach [20] based on the following

formulation for the term #; in document d;.

wyi = [(k+1) - tfy] / (K +tf;) where K=k, - [(1-b) + ((b - [;) / mean dl)] 2)

where /; is the length of the d; document, b, k; and mean dl are constants whose values
are set to 0.55, 1.2 and 5.3 respectively. The second probabilistic scheme is the
I(n,)B2 model, a member of the Divergence from Randomness (DFR) family [21]. In
this case, the weight w; reflecting the weight of term # in document d; was a
combination of two information measures as follows:

Wi = Inflij . Infzij = Inflij . (1 —Probzij) and
Prob’ = 1 - [(tc; +1) / (df; - (tfny+1))]
Inf'j; = tfin;; - logo[(n+1) / (ne+0,5)] with ne =n - [1 - [(n-1)/n]’¢ ] 3)
where tc; represents the collection frequency of the term ;.
Finally, we used the language model (LM) [22] in which the probability estimates
were based directly on the occurrence frequencies in a document d;, or in the corpus

C. In this paper, we chose to implement Hiemstra's model [22] (Eq. 4), combining an
estimate based on a document (Prob[#d;]) and a corpus (Prob[#IC]).

Prob[d;1q] = Prob[d] . []ieq [A; . Problz; 1 di] + (1-A;) . Prob[z; 1 C]] 4
Prob[s;1d] = tf;/nt; and Prob[t;|Cl=df,/lc  withlc =Y df; (5)

In this formula, A; is a smoothing factor (set to a constant value equal to 0.35 for all
terms #;), and [c is an estimation of the size of the corpus C.

5 Evaluation

As a retrieval effectiveness measure, the TREC-5 evaluation campaign selected the
MRR (mean reciprocal rank) approach which is based on the inverse of the rank of
the first relevant item retrieved [4], [5]. Such a measure reflects the user concern
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wishing to find one or a few good responses to a given request. In our case, we can
apply the same evaluation methodology. As the relevant items are verses, returning
the verse immediately before or after the correct one should not be regarded as fully-
impertinent, particularly when knowing that the user usually reads a passage (a few
verses) instead of a single line. Considering the immediate neighbor verses to be
fully-relevant is inadequate either. To allow some degree of relevance for adjacent
lines, we need to adapt the strict MRR computation to support graded relevance.

In this vein, Eguchi et al. [23] proposed a metric for the task of finding “one highly
relevant document” called Weighted Reciprocal Rank (WRR), a solution improved in
[24]. The word “highly” obviously implies some sort of graded relevance, but this
metric imposes that a “partially relevant document at rank 1 is more important than
ranking a highly relevant document at rank 2.”

In this context, there exist three possible cases (where the first two are identical to
the classical MRR scheme). When the search is unsuccessful; the query is evaluated
as 0, while if the rank of the fully relevant document is better than these of its
neighbors, the query is then evaluated as 1/R (the reciprocal of the rank of the
relevant item). Third, when one of the two neighbors appears in a better rank than
that of the target item (ranks denoted as R, and R, respectively), the query is evaluated
as Max[1/R;; Y1/R,]. With y=0.5, suppose having R,=2 and R,= 3, thus Max[1/3;
0.51/2] = 1/3. In this example, the rank of the relevant item is not really far from its
neighbor, the evaluation is based on the former. Having R, =2 and R, =5, the query
evaluation is then Max[1/5; 0.51/2] = 0.25. In this case, the evaluation depends on
the rank of R, as R, is too late to be favored to R,. We will refer to this evaluation
scheme as G(IM)RR for Graded (Mean) Reciprocal Rank.

5.1 Evaluation of the Recognition Corpora

Since our evaluation measure focuses on high precision, we deemed a word-based
representation without any morphological normalization (performance shown under
the label “No stem” in Table 2) would be adequate. Alternatively, a light stemmer
should also provide comparable or even better performance levels since it simply
removes a very limited number of plural suffixes (labelled “Light”). Finally, the
evaluation when eliminating some derivational suffixes, as it is the norm in many IR
empirical studies, is shown under the label “Aggressive” in Table 2. As an alternative
to the word-based model, we selected the n-gram model with a value of n =4 which
usually provides good performance levels. Another option was to apply the trunc-n
scheme with n = 4, a strategy found effective for different corpora [18].

Concerning the IR models, we selected two vector-space schemes (Lnu-ltu and
tf idf), two probabilistic models (Okapi, DFR-I(n,)B2), and a language model (LM).

Based on other experiments, we selected the BWJ as the source for building the text
representation since this corpus has generally demonstrated the best performance. We
also implemented an approach to automatically decompose compound terms which
resulted in a slight improvement. The performance values shown in Table 2 & Table
3 and Table 4 were obtained using the 3-term and single-term queries respectively.
Table 2 reports results from experiments based on the BW3 corpus. As can be seen,
the Okapi model yields the best results regardless of the stemmer (columns “No
stem”, “Light” or “Aggressive”) or representation used. As indicated in the last line of
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Table 2, the mean performance differences between the various text representations
are rather small, varying from -1.1% (4-gram) to -2.34% (trunc-4) when compared to
an approach ignoring stemming normalization. In this table, statistically significant
differences in performance based on the -test (significance level oo = 5%) compared
to the best approaches (depicted in bold) are marked with an asterisk (¥). As shown,
the performance differences between the Okapi and the LM models are rather small
and non-significant. However, with the #f idf model, the performance differences are
usually statistically significant. It can be seen from Table 3 that BW1 is the best
performing corpus followed by BW where the baseline is the error-free ground-truth
corpus (GT) with differences in performance equal to -1.10% and -4.19%
respectively. The performance differences between BW1 and GT are always non-
significant. On the other hand, BWd provides better retrieval effectiveness than BW 1
for the QT1 set. This leads us to the conclusion that BWd and BW1 represent the best
text surrogates and that BWJ outperforms BW1 when considering single-term
queries. From the MRR values shown in Table 4 for the single-term queries (QT1)
and the various corpora, we can also conclude that BW3 and BW7 do not constitute
pertinent alternatives. In Tables 3 and 4, we have, once again, applied the #-test
(significance level o = 5%) using the performance achieved by the GT as a baseline.
Significant performance differences compared to the GT levels are denoted with an
asterisk (*). As shown in these tables, the performance differences between the GT
and the BW3 and BW7 corpora are usually statistically significant.

Table 2. GMRR for the BW9 corpus with five IR models, using three stemming strategies, 4-
gram, and trunc-4 representations, with the QT3 (60 queries)

Representation word-based 4-gram | trunc-4
IR Model No stem Light |Aggressive
Okapi 0.6706 | 0.6586 | 0.6528 0.6471 0.6503

DFR-I(ne)B2 0.6161* | 0.6145 | 0.6183 0.6473 0.6336
LM (A=0,35) 0.6647 | 0.6485 | 0.6466 0.6504 0.6479

Lnu-ltu 0.6544 | 0.6315 | 0.6379 0.6393 0.6240
tf idf 0.6313 0.6146* | 0.6193 0.6176* 0.6057*
Difference % -2.15% -1.92% -1.10% -2.34%

Table 3. GMRR for different recognition corpora together with the ground-truth (GT) using
five IR models, aggressive stemmer (QT3, 60 queries)

IR Model GT BW3J BWI1 BW3 BW7

Okapi 0.6594 0.6528 0.6555 0.6406 0.5866*
DFR-1(ne)B2 | 0.6572 0.6183 0.6528 0.6358 0.5808°*
LM (A=0,35) | 0.6642 0.6466* | 0.6596 0.6491 0.5875%
Lnu-ltu 0.6649 0.6379 0.6596 0.6130 0.5866*
tif idf 0.6679 0.6193* | 0.6495 0.5956* | 0.5405%*
Difference % -4.19% | -1.10% 5.42% | -13.03%
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Table 4. MRR for different recognition corpora together with the ground-truth (GT) using five
IR models, aggressive stemmer (QT1, 60 queries)

IR Model GT BW?S BWI1 BW3 BW7
Okapi 0.6123 0.6030 0.5839 0.4001* | 0.3184*
DFR-1(n)B2 | 0.6123 0.5950 0.5839 0.4001* | 0.3184*
LM (A=0,35) | 0.6123 0.5951 0.5839 0.4078* | 0.3085*

Lnu-ltu 0.6121 0.6210 0.5837 0.4100* | 0.3218%*
if idf 0.6271 0.6365 0.5890 0.3956* | 0.3271%
Difference % -0.83% | -4.94% | -34.54% | -48.18%

5.2  Selected Query-by-Query Analyses

Single-term Queries #4, #11, #25, and #43 are composed of a rare term each, having,
according to the GT corpus, df values equal to 1 (term appearing only in the known-
item). Using the BW1 corpus and Okapi model, none of these four queries got any
pertinent items retrieved. Query #4 “machete”, for instance, has the verse “er
machete é daz er gein ir sp(ra)ch” as its known-item. Using the BW1 corpus, the
most likely recognition of the term “machete” is “machen” which is an incorrect
recognition. Since this is the only occurrence of the term in the collection, the system
failed to retrieve any documents in that case. Using the BWJ corpus, the known-item
was retrieved at Rank 1 since the term “machete” was the second likely recognition
with a log-likelihood difference of less than 1.5%. This second possible recognition
was therefore included in the text representation. Using the BW3 or BW7 corpora, the
known-item was also retrieved but in lower ranks, in Rank 3 for BW3 and 18 for
BW?7. This poor performance is due to the fact that BW3 and BW7 include more
alternatives which merely acted as noise in this case. Non-relevant documents
containing the search term alternatives are now competitors as the final ranking
depends on the #f values. A non-relevant item yet with a higher #f will thus appear
before the target verse in the ranked list of retrieved items. For the same examples
using the classical fidf vector-space model, the known-items were retrieved in all
cases (BW1, BW3, BW7, and BWJ) in acceptably high rankings: 3, 2, 2 and 7 or in
positions 7, 7, 2 and 15 using DFR-I(n,)B2. Applying an automatic decompounding

strategy may provide some successful improvement, particularly for longer queries
(three terms). The use of either a light or a more aggressive stemming approach was
also usually more beneficial for longer queries.

6 Conclusion

In this study we investigated the underlying issues when facing with a noisy corpus
having a word error rate of around 6%, originating from medieval manuscripts
handwritten in Middle High German and digitized via a text recognition device. In
addition to this issue, difficult matching between queries and documents can be caused
by the non-standardized spelling used in medieval languages and the presence of less
strict grammatical rules. Having access to the internal representation of the recognition
phase, we generated the BW1 corpus by considering only the best recognition for each
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input word. We also created the BW3 and BW7 corpora retaining, respectively, the best
three and seven alternatives for each word. The fourth version, BW9, includes all
possible word recognition(s) having a log-likelihood less than or equal to 1.5% compared
to the highest value. The error-free ground-truth transcription had been manually
transcribed by the experts and served as the evaluation baseline. Based on three text
representation formats (word-based, n-gram, trunc-n), five IR models (¢f idf, Lnu-Itu,
Okapi, DFR-1(n)B2, LM), three stemmers (none, light, and aggressive), and two query

formulations (single-term, 3-term), we found that the best retrieval effectiveness was
usually produced by the Okapi and LM models. We cannot clearly determine the best
text representation as the mean differences among them are rather small. Regarding the
stemming procedure, we suggest applying either an aggressive stemming that tends to
produce slightly better retrieval performance when facing with longer queries. On the
other hand, ignoring the stemming normalization with short queries offers usually the
best performance. We have assessed the various recognition corpora against the ground-
truth version. Compared to this error-free version, the BWd shows a mean degradation in
retrieval performance ranging from -4.19% (3-term queries) to -6.05% (single-term
queries). When using the classical output of the recognition process (recognition output
limited to a single term, or BW1), the degradation in mean performance ranges from
1.1% (3-term queries) to 10.24% (single-term queries). Considering systematically three
(BW3) or seven (BW7) alternatives per input word usually tends to cause the retrieval
effectiveness to decrease significantly (from -5.42% for 3-term queries to 64.34% with
single-term queries).

With very few media written in older languages (newspapers did not exist in the
thirteenth century), the corpus size is limited to a subset of the manuscript pages with
their corresponding error-free transcriptions serving as the ground-truth text during
the evaluation. Another issue that arises is that manual transcription of medieval
manuscripts is a very costly task as it is quite time-consuming and can solely be
performed by the experts. The best practices found and the conclusions drawn from
our experiments can be applied to further manuscripts, hence making them digitally
accessible and effectively searchable with the least cost possible by partially or totally
eliminating the need to having them manually transcribed which will result in saving
a lot of resources (time, human effort, money, etc.). With these documents being
totally searchable via digital means, real user needs (queries) will thus be obtained via
search requests from experts as well as public users, which in turn, will help improve
the performance a great deal.
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Abstract. Relevance Feedback methods generally suffer from topic drift caused
by words ambiguity and synonymous uses of words. As a way to alleviate the
inherent problem, we propose a novel query phrase expansion approach
utilizing semantic annotations in Wikipedia pages, trying to enrich queries with
context disambiguating phrases. Focusing on the patent domain, especially on
patent search where patents are classified into a hierarchy of categories, we
attempt to understand the roles of phrases and words in query expansion in
determining the relevance of documents and examine their contributions to
alleviating the query drift problem. Our approach is compared against
Relevance Model, a state-of-the-art, to show its superiority in terms of MAP on
all levels of the classification hierarchy.

Keywords: Pseudo-Relevance Feedback, Patent Information Retrieval,
Wikipedia Categories, Query Expansion, Phrase-based Query Expansion.

1 Introduction

Query Expansion (QE) is one of the Information Retrieval (IR) techniques to enhance
effectiveness of document retrieval. It is generally used to disambiguate the context of
a user query. One of the heavily researched approaches is Pseudo-Relevance
Feedback (PRF): an automatic query expansion method based on the assumption that
top ranked documents retrieved for a query are the most relevant ones. While the
terms in top-ranked documents are considered the best resource for selecting
expansion terms, past research shows that PRF-like models suffer from several
drawbacks such as query-topic drift [6], [7] and inefficiency [5]. There have been
attempts to use lexical resources, most notably WordNet, for QE. As WordNet has
been exploited in various IR tasks including QE [10], [13], [14], a common
conclusion resulting from its limited coverage of words and relations, and the lack of
contextual information for each word, is low effectiveness [11]. While words’
ambiguity is a main reason behind using QE to disambiguate the query context,
phrases can play the same role because the surrounding word(s) in a phrase provide
additional contextual information. When phrases were used alongside with words for
IR, however, the results have been disappointing with only a slight improvement or
even a decrease in effectiveness [16]. A reason is that phrases have different
distributions over documents when compared to words [15]. Motivated by the topic
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drift problem in PRF, inability to improve retrieval effectiveness with automatically
identified phrases, and the limitations of using WordNet for word-based QE [10],[17],
this paper proposes a novel QE approach utilizing Wikipedia semantic annotations
(i.e. categories) for query phrase expansion. Our approach concentrates on reducing
query topic drift using both WordNet and Wikipedia, to handle word synonyms and
concurrently compensate the limitation of WordNet by enriching queries with phrases
to disambiguate query context.

Wikipedia is an online collaborative contribution of the Web community to
building an encyclopedia. Generally, it was utilized for IR-related tasks including
Word-Sense Disambiguation (WSD) [9], Named-Entity Retrieval [24], Document
Clustering/Classification [20], Question Answering [21], and QE [24], [28]. In
Wikipedia, a page describing concept expressed as a word or phrase belongs to one or
more categories, each of which contains a category title (i.e. Information Retrieval),
titles of the pages in this category (i.e. Discount Cumulative Gain, Generalized Vector
Space Model, etc.), and other related categories (i.e. Information Science). Our work
differs from all other works in its utilization of individual categories, page titles under
each category, and links to other related categories.

We test our method on patent search, which has arisen as one of the important
information retrieval fields, especially for legal IR [1], [8]. As current patent search
systems use a keyword-based approach, effectiveness of retrieval relies on the quality
of search keywords [2]. Patents are particularly suitable for testing our method
because they usually contain a large number of phrases because they often deal with
technical vocabulary. Aside from several unique characteristics such as vocabulary,
usage, and structure, patent search is unique in that each patent is manually assigned
to one or more classes from the IPC (International Patent Classifications). A group of
patents belonging to a class are said to be relevant to each other. IPC has a hierarchy
of three levels, Sub Class (SC), Main Group (MG), and Sub Group (SG), with SC
being most general. For example, when a patent is assigned to the IPC “GO6F 17/30”,
its SC, MG, and SG are “GO6F”, “GO6F 17, and “GO6F 17/30”, respectively. The
IPC hierarchy allows us to study generalization/specialization capabilities of phrases
as our retrieval task is to classify patents with or without query expansion. Our
proposed query expansion approach has been tested on US Patent & Trademark
Office (USPTO) patents provided by NTCIR.

In our experiment, comparisons are made against Relevance Model (RM) [4]
because it has often been used as a comparison benchmark [3], [4]. Among many
PRF-based efforts [4], [5], [6], [11], RM has drawn much attention with its strong
probabilistic ground. Details of RM are omitted for brevity.

The contributions of this work are: (1) a thorough study of the effect of adding
phrases to the baseline and RM in ranking documents. (2) an evaluation of the effect
of RM and WordNet for word-based query expansion, their roles in
generalizing/specifying the query topic, and their relevance to the query topic. (3) an
exploration of the effect of utilizing Wikipedia for query phrase expansion and its role
in generalizing/specifying the query topic, and (4) an analysis of the interaction
between WordNet-based expanded words and Wikipedia-based expanded phrases, in
addition to studying their effects on ranking documents and then finding an optimal
weight ratio between them for achieving the best retrieval effectiveness.
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This paper is organized as follows. In section 2, related work is presented. Our
proposed framework is described in section 3. Experiment goals, environment and
results are discussed in section 4. Finally, we conclude in section 5.

2 Related Work

Among the several automatic QE approaches, PRF has shown its effect in improving
retrieval effectiveness [19]. While several attempts to enhance PRF were reported
[12], [18], [4], others tried different approaches (i.e. expansion based on query
characteristics [22], mining user logs [25], using external resources [26]). QE based
on local collection statistics may fail due to the lack of relevant documents for a
query, necessitating external collections were used for query enrichment [26]. In this
work, we follow the strategy of using external resources as a way of enriching and
disambiguating queries with relevant words and phrases.

Relevance feedback models have been proposed as query expansion methods.
However, it is well known that it suffers from ropic drift [6], [7], especially in short
queries. Major causes are the ambiguity of query terms and the method adopted by
PRF in weighting and selecting query candidate expansion terms (i.e. IDF). We
attempt to alleviate these problems by expanding query phrases using external
resources rather than collection-dependent phrases. RM was adopted in Lemur IR
Toolkit, which we used to implement and test our model. Generally, in Lemur toolkit
an RM query takes the form of #weight( w; Baseline_Query w, Expansion_Terms ),
where w; and w, are normalized weights, set to 0.5 by default. This way of scoring
seems unfair considering that expansion terms are not guaranteed to be relevant to the
query topic in the first place. In this paper, we try to find the optimal weight balance
between the baseline query and the expansion terms for producing the best
effectiveness and then compare our proposed model with the best possible results
obtained from RM.

WordNet has been utilized for QE in different ways. For example, WordNet
semantic relations have been used to solve the problem of vocabulary mismatch [10].
In [17], the query words were expanded separately by intersecting each word’s
synsets sharing a lexical relation in different resources. An interesting result shows
that using WordNet synsets in addition to “glosses” as expansion words contributed
significantly towards effectiveness. We compare our model with best reported results
in [17].

Wikipedia has been utilized for QE in different ways. A link-based expansion
approach is [28], where PRF is modified to rank links based on their target documents
scores, and then use link texts as expansion terms. RM is then used for another round
of expansion. This approach has shown a significant improvement over RM on blog
documents. Our work is different from the state of the art works in that we utilize
different parts from Wikipedia (i.e. categories, category links to relevant categories,
and page titles under category pages), trying to expand different type of query terms
(i.e. Phrases).

Several types of phrases (i.e. noun phrases, head/modifier, bigrams, and others)
have been used for different IR applications [23], [3], [27], but very rarely for query
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expansion. In [3], for example, semantic information extracted from DBpedia is
utilized. A phrase is run against DBpedia index using cosine similarity. SKOS
(Simple Knowledge Organization System) of top ranked documents are used as
thesauri to expand phrases. Additionally, all synonyms extracted from WordNet are
added as expansion terms to the query used for research article classification over the
IPC hierarchy. Our work shares the same idea of using an external resource for
phrase-based QE but proposes a new method with a different resource, i.e. Wikipedia,
and examines various options with a greater depth.

3 Proposed Method

Our method concentrates on providing contextual information to the query and
avoiding vocabulary mismatches. Query words are expanded considering the most
likely synset returned from searching WordNet, where synsets’ ranking is based on
word frequencies in the British National Corpus. In addition, phrases are also
expanded as they contain contextual information for individual query words. Phrases
are used to search the Wikipedia index to extract a set of Wikipedia categories
(primary categories), their related categories (secondary categories), and the
Wikipedia pages belonging to the primary categories, which are later processed to
generate a set of candidate expansion phrases. Merging the original query with the
candidate expansion words and phrases generates our expanded query.

3.1 Page Similarity

In Wikipedia, each titled page belongs to one or more categories. In computing page
similarities, we consider pages belonging to the same category are similar to each
other, instead of using the text in them. In addition, we use the related (secondary)
categories linked to a category page of the primary category. Two categories with
different titles can be seen similar to each other when they share related categories.
For example, two pages whose categories are “Green Automobiles” and “Green
Vehicles” are considered relevant to each other when the corresponding category
pages share some secondary category names. However, their similarity is not as
strong as the pages belonging to the same category. Further, page titles can be used
for similarity calculation when the pages do not match in terms of their primary and
secondary category names. We consider two pages are similar to some extent when
there is an overlap between the titles of the pages belonging to the primary and
secondary categories of the original pages being compared. For example, while
“Precision & Recall” page and “Accuracy & Precision” page do not share any
primary and secondary categories, they share several page titles belonging to their
categories. Similarity between two Wikipedia pages is computed as follows:

Sim(B, P,)=0.5xPPC, , +0.3xPSC, , +0.2xPT, , (1)

Where PPC is percentage of primary category phrases match to all distinct primary
categories, PSC is percentage of secondary category phrases match to all distinct
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secondary categories, and PT is percentage of page title phrases match to all distinct
page titles. Phrases considered matching iff an exact string match exists. Weights
assigned arbitrarily upon our assumption that PPC is the most important among all,
followed by PSC then PT. Weight optimization is left as future work. For this
computation, each Wikipedia page is indexed with primary and secondary categories
and page titles of the categories. Indexing in this way will allow us to estimate
Maximum Likelihood Estimate (MLE) of each query phrase under language models
of each field (i.e. primary category field, secondary categories field, category page
titles field), as will be explained later.

3.2  Query Term Extraction and Expansion

In patent search, terms are extracted from a query patent to form a search query. Key
terms are extracted from different parts of query patents to see their roles in
experiments as will be explained in section 4. We first apply a stop word filter that
uses a customized list collected from different sources (i.e. KEA, InQuery, Lemur).
We then apply Stanford POS Tagger to the resulting text and Regular Expressions
(RegEx) to extract keywords and keyphrases. This process is particularly useful for
short fields like titles and abstract as the brevity might not be enough for statistics-
based methods (e.g. TFIDF, CHI, 1IG) of feature selection. Nouns, verbs and
adjectives are extracted as keywords, and then phrases using RegEx. Further, all
unigrams that are covered by a phrase are removed, as they are already disambiguated
by additional contextual information in the phrase. The RegEx used to extract
keyphrases is given by: (VBGIVBNIJJIJJRIJIS)(NNINNSINNPINNPS)+ where VBG
and VBN are verbs, JJ, JJR and JJS represent adjectives, and NN, NNS, NNP and
NNPS represent nouns and proper nouns in singular and plural forms. This RegEx
was built based on our observations over the tagged query patents. After generating a
query by extracting key terms from a query patent document, it is split into a bag of
words (BOW) and a bag of phrases (BOP). Each entry in BOP and in BOW is
expanded using Wikipedia and WordNet, respectively. A query phrase is expanded in
order to alleviate any vocabulary mismatch by, for example, finding an alternative
name for a technology (e.g. “speaker identification” and “speaker verification”).
Often times, the same technology can be expressed in different phrases. A phrase is
expanded using the Wikipedia index. To retrieve Wikipedia pages, we employ the
following model:

P(phID)= 32 p(ph, 16, ) @)

ieG
where G = {Primary Categories, Secondary Categories, Titles of the pages under
Primary and Secondary Categories} represents three background language models,
and Y, .1, = 1 are the mixture weights which were empirically set to 0.5, 0.3, and
0.2, respectively. Additionally, language models are estimated as:
_clph;, X;)

p(phjlelj)_ TX,) (3)
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where c¢(ph;, X;) is the count of phrase ph; in the X; field of the index (with cosine
similarity higher than 0.7), and ¢(X,) is the count of distinct categories and page titles
in the LMs. Further, top ranked 5 documents categories and titles are intersected to
find common phrases. Phrases exist in 3 or more documents are added to the query.
Finally, another cycle of word filtering is done to remove words covered by phrases
trying to avoid duplicates, considering that those words are already disambiguated
through a phrase or more.

In our method, every query word is expanded, where the first synset found in
WordNet is considered as an expansion candidate term. That is because different
feature selection approaches (i.e. Chi, IG, DF,..etc) have shown different weaknesses
in weighting terms (i.e. preference of terms with specific characteristics). For
example, a statistical model such as IDF weights the term based on its discriminating
power assuming that terms with low document frequency are more discriminating
than others. To alleviate such an issue, query words are expanded separately aiming to
reduce the effect of terms with higher weights over others with low weights, granting
the chance for all query words to be expand regardless of their distribution over the
corpus. This method of word expansion was followed hoping that WordNet expansion
words will help in the case of vocabulary mismatch between the query and the
collection. Furthermore, in patent domain IPC skewness is a very serious problem for
patent search tasks (i.e. State-of-Art). In our indexed USPTO collection, less than 50
IPCs embrace more than 13% of the documents, showing a long-tailed distribution
where term sparseness for the majority of IPCs is the major problem.

3.3 Patent Retrieval

Using the expanded queries generated by our model, they were run against patent
index using Okapi BM25 with default variables set in Lemur where, k; and b are
BM?2S5 variables set to 1.2 and 0.75 respectively, while IDF is described in [29].

After a ranked list of patents R is returned from a query, we re-rank them using
the IPC information associated with them. The main idea is that if a retrieved patent
belongs to the IPC to which the query patent belongs, it should be considered relevant
to the query. A re-ranking algorithm should consider the fact that a search result is
likely to contain multiple documents belonging to the same IPC and that each
document may have multiple IPCs itself. Our re-ranking process is divided into three
successive stages: IPC Mapping, IPC Expansion, and IPC Scoring. The process of
generating a new list of documents’ IPC(s) with their scores is called IPC Mapping.
Next, patents with multiple IPCs are expanded into several entries holding the same
score, and rank, as the whole patent. This stage is called IPC Expansion. The
expanded list is denoted as Rppc. Final stage is re-scoring IPCs as an IPC will
probably occur several times in Ripc. For that purpose list Lo= {distinct IPCs in R;pc
for query Q}. IPCs are re-scored as follows:

Z ,-peeLank (ipc, R, )

count(ipc,R )

“)

Score (ipc) =
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In this case, IPCs with higher frequency on higher scores in Rjpc are favored as they
are assumed to be highly relevant compared to other IPCs. IPCs are further re-ranked
based on their new scores.

4 Experiments

Our experiments aim at answering the following series of research questions:

What is the effect of using phrases in the baseline query in addition to words?
What are the best weights assigned to baseline and expansion parts in RM query?
What is the effect of query word expansion using WordNet?

What is the effect of using Wikipedia for query phrase expansion?

What is the effect of combining both Wikipedia and WordNet expansions?

What is the best weight balance between words and phrases in our expansion
model?

For our experiments, we used Wikipedia Dump of August 2010, in addition to Indri,
which was used for indexing Wikipedia articles and NTCIR-6 USPTO patents of
1993-2002 (~1.3M documents). Queries were patents selected randomly from those
contained in the IPCs having at least two patents. The query patents were then
removed from the Index. A total of 1,780 patents were selected as the queries for
experiments. Relevance judgments of the queries were made based on IPCv9 crawled
from the USPTO website. Query patents were mapped to their corresponding IPCv9
to generate the relevance judgment. In all our experiments, we used Okapi BM25 as
the retrieval model for the combined query of words, phrases, and their expansions in
our model. To determine which parts of a patent will generate the best query terms
preliminary experiments with various combinations of patent parts were undertaken to
find that a combination of Titles and Abstracts was the best. Thus all the results
reported in this paper are for queries extracted from those two parts. During
experiments, Precision and Recall were used to evaluate our work; however,
depending on IPCs instead of documents. They are given as follows:

_ Relevant _ Retrieved _IPCs(Q)

Precision
(Q) All _ Retrieved _ IPCs(Q)

)

Distinct _ Relevant _ Retrieved _ IPCs
Recall = 6)

All _ Relevant _ IPCs

where Q is Query, Relevant_Retrieved_IPCs represents the number of documents
with relevant IPCs in Rq, All_Retrieved_IPCs is set to number of top ranked
documents (i.e. 1000 in our case), Distinct_Relevant_Ret-rieved_IPCs is the number
of distinct IPCs correctly retrieved, while All_Relevant_IPCs represents number of
IPCs assigned to the query patent. Same precision was used in evaluating NTCIR
Patent Mining tasks; however, Recall was modified to evaluate based on IPCs. The
number of relevant IPCs for each classification level is given beside the classification
level notation (i.e. “SC (3155)” indicates that at Sub-Class level, there are 3,155
relevant IPCs for the whole set of 1,780 query patents used for experiments)
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4.1 Baseline Queries

In our experiments two different baseline queries were used: unigram baseline queries
and the unigram baseline queries plus phrases after deleting the unigrams involved in
the phrases (denoted as “word/phrase” in Table 1). Table 1 shows a significant
decrement in MAP (Mean Average Precision) with the word/phrase queries. This can
be attributed to the generality of added phrases, while unigrams succeeded to rank
relevant documents higher than word/phrase did. However, the recall drop was less
severe, meaning that phrases disambiguated the context almost similarly to unigrams.

Table 1. A comparison between the baseline, RM, and our method (OM)

Query SC (3155) MG (3801) SG (5391)

MAP Recall MAP Recall MAP Recall
Unigram 39.19 84.40 23.99 80.03 15.64 72.71
Word/Phrases 36.75 84.12 22.15 78.19 13.32 70.69
OM Wikipedia 33.97 84.21 20.9 78.37 12.23 68.72
Wiki-Links 50.57 77.65 37.94 73.30 22.06 78.52
OM WordNet 40.19 84.43 24.66 80.53 15.84 75.71
WN-Gloss 22.39 82.12 12.95 75.24 9.25 61.07
RM 52.99 83.99 36.07 81.76 22.86 87.01
Our Model 54.34 84.97 38.37 82.92 25.82 86.95

4.2 Relevance Model

In our work, as in Lemur, RM expanded queries generally follow a weighting
structure that provides 50% of the weight to the original query terms, and the other
50% to the expansion terms. To tune weights for RM queries, a preliminary set of
experiments for variants of weights have been undertaken, and 0.6/0.4 was selected
for Baseline/Relevance parts of the queries as they generated the best result
(Experiment results were not listed in the paper due to page limit). As can be seen in
Table 1, our model gave significantly better MAP values compared to RM but only
slightly better results in recall. With further analysis it was found that RM
performance worsens as participation from RM expansion part in scoring documents
increases (i.e. 78% or more of query weight determined by RM expansion part).
However, performance enhanced after weight participation decreased to less than
77%.

4.3 WordNet

In our method (an experiment of expanding baseline query using WordNet, and
skipping Wikipedia expansion part), 76% of words added by WordNet (representing
more than 23% of all query words) had very high IDF; however, many of them were
irrelevant to the patent topic. Further analysis revealed that WordNet expansion terms
exist twice as many in the irrelevant retrieved documents as in the relevant ones.
Those terms had the highest weights in the query and affected the search negatively,
causing the query topic to drift. Table 1 also shows that queries consisting of words
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and their WordNet expansions work slightly better than those phrase queries at the
general level (SC) but much better at a specific retrieval level (SG Level). An
interesting finding is that in each WordNet expanded query there are in average 8
words overlapped with phrases in the title-abstract queries, representing 26% of
average query length, and having a good chance covering general query topic.
Furthermore, our method of WordNet expansion was compared to the WordNet
expansion using glosses described in [17], denoted as WN-Gloss in Table 1. The
result shows that QE using WordNet words from the first synset retrieves a better
result than that of using WordNet glosses.

44  Wikipedia

In this section, two different sets of experiments were performed. First, to understand
the effect of our proposed idea of Wikipedia expansion on query performance, this
expansion has been performed on the baseline queries (annotated as OM Wikipedia).
Even though this experiment’s MAP result was the second worst amongst all, it is
important to note its recall result, which is only slightly lower than those of most
other cases at the general level of IPC, and worsened at more specific classification
levels. Examining Wikipedia expansion phrases, it was found that these results can be
attributed to one (or more) of the following reasons:

e Wikipedia titling policy which requires that category titles are topic descriptors
specific enough to be distinguished from each other but general enough to cover
more specific concepts in each page.

e The number of relevant/irrelevant expansion phrases. As in retrieval process all
phrases has exactly the same weight. This weighting policy was basically followed
aiming not to judge a phrase based on its existence in Wikipedia index because it
might be a new or uncommon phrase. On the other hand, the equal weighting
policy might seem have helped irrelevant phrases to drift the query topic; however,
this seems to be a low possibility considering that relevant phrases appear, in
average, more frequently in relevant documents (i.e. In average, 2.7 expansion
phrases exist in relevant documents compared to 2.1 phrases in irrelevant ones)

e Wikipedia categories can be unreliable sometimes because it is possible to arrive at
complete different sets of categories from similar pages (i.e. Wikipedia pages
“precision and recall” and “accuracy and precision”).

Furthermore, our model was compared to another state-of-the-art method of utilizing
Wikipedia for query expansion [14]. As can be seen, the state-of-the-art model
(annotated as Wiki-Links in Table 1) performed better in terms of MAP than our
proposed method of Wikipedia expansion (without WordNet part) at all the classification
levels and also better in recall at the SG classification level. However, it performed worse
in recall at the more general classification levels (i.e. SC, MG). This indicates that
expansion phrases added by our method are more general than terms added from
hyperlinked texts, because they performed better on recall over higher classification
levels; however, they are not enough for retrieving relevant documents higher in rank as
can be concluded from MAP results. Note that the Wiki-Links based query expansion
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performed comparably to RM. This indicates that selected hyperlinked texts contain good
expansion terms comparable to the ones selected using RM.

4.5 Proposed Method

Our proposed method depends on the interaction between Wikipedia and WordNet
expansions. All words and phrases were considered for expansion under the
hypothesis that phrases provide good contextual information and hence valuable
assistance to context disambiguation. Words and phrases were merged together in
order to generate a more coherent, and a less ambiguous query than a RM expanded
query. Our analysis reveals that phrases play an important role of promoting relevant
documents in the ranked list since IDF values for phrases are usually higher than
those of the words. It is worth mentioning that baseline queries consisted on average
of 31 terms, and after applying our expansion method, the number of terms was
increased to become 51. As shown in Table 1, our method performed better than RM
at all levels of classification. As can be seen, the combination of WordNet-expanded
words, and Wikipedia-based expanded phrases exploited the best of both to achieve
the best MAP and recall. As in Table 2, our method shows significantly better
precision@N, using a t-test at p = 0.05, especially at the specific classification levels
where precision is significantly higher.

Table 2. Precision@N, Our Method (OM) vs. Relevance Model (RM)

SC MG SG
RM OM | RM | OM | RM | OM
P@5 18.81 | 19.84 | 15.21 | 16.88 | 14.29 | 16.21
P@10 1123 | 11.74 | 974 110.64 | 9.81 | 11.16

4.6  Phrase Weight Balance

As our proposed method performed the best amongst all other cases, it seems
important to find the best weight balance between words and phrases in the expansion
method. A preliminary experiment with a subset of queries showed that fixing phrase
weights twice as big as that of words gave the best results amongst all other
combinations. However, giving higher weights to phrases over a certain limit (i.e.
twice as much in our experiment) will generalize the query more, and decrease
effectiveness as well (Experiment detailed results were not listed in the paper due to
page limit). The same experiment was performed on RM by modifying phrase
weights in the baseline part of the expanded query; however, the results shows that
the higher weight assigned to phrases in the baseline part worsens the results in terms
of both MAP and Recall. The reason is that RM expansion part still dominates the
weighting of the query, with minor participation from the baseline part. Furthermore,
increasing the weights of phrases in the baseline part decreases their weighting effect
severely.
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5 Conclusions and Future Works

We have proposed a new method of using Wikipedia categories and WordNet at the
same time for query word and phrase expansion in the task of search for patents. In a
series of experiments using IPC categories and USPTO patents, our proposed method
has shown the usefulness of expanding query phrases with Wikipedia categories of
two kinds and titles, when they are used together with expanded words. Our analysis
of the experimental results reveals that added phrases control topic drift caused by
PRF. Our future work includes incorporating the Wiki-Links idea to our proposed
expansion method, an IPC re-ranking model is being researched, as well as devising a
more accurate method for keywords expansion by using a more accurate synset
recommender method, so that we can pinpoint where the expanded phrases play an
essential role.
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Abstract. Mobile devices are popular. However, mobile broadband sub-
scriptions are 20 percent of the mobile subscriptions, due to the high
payments requirement for broadband subscriptions. On the other hand,
US mobile ad spend will exceed US$1 billion in 2011 according to emar-
keter.com. Therefore, to increase broadband subscribers by providing
free or discounted fees through the deployment of mobile advertising
framework by the telecommunication system is important. Telecommu-
nication runs ads agent platform to attract investments from advertisers.
Subscribers read promotional advertisements to get discounted payment.
While the advertisers pay a reasonable price for advertising, the possible
commercial activities will bring revenues. As a result, this framework is
a triple-win for telecommunication, advertisers and subscribers. We de-
scribe a framework for delivering appropriate ads of the ideal time at the
ideal place to the ideal subscriber is the three key issues on how/when
to show the ads and what potential ads clicked by subscribers.

1 Introduction

In recent years, we have seen the trends in the growing popularity of mobile
device (e.g. mobile phone, PDAs, vehicle phone, and e-books). According to the
report of International Telecommunication Union (ITU), mobile cellular sub-
scriptions have reached an estimated 5.3 billion (over 70 percent of the world
population) at the end of 2010. Intuitionally, mobile device is now playing an
increasingly important role in human life. Moreover, it is becoming a special
market potential. According to 1AB] (Interactive Advertising Bureau), mobile
advertising is accepted by a lot of consumers, comparing to online advertising on
World Wide Web due to its highly interactive with users, which is hard to achieve
for other media. Mobile advertising is an alternative way of web monetization
strategies, especially for telecommunication corporations to expand revenue. Fur-
thermore, it is predicted that the average annual growth will rose by 72% in the
next five year.

There are many ways of mobile communication, such as WAP, GPRS, 3G
modem, and PHS. However, due to high charge of internet access, not all users
have mobile internet access. Mobile broadband subscriptions are 1 billion (about
20 percent of the mobile subscriptions)ﬁ. In Taiwan, for example, the ratio of

! http://www.iab.net /media/file/StateofMobileMarketing.pdf
% http://www.mobiletechnews.com /info/2011/02/02/131112.html

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 127-[[36] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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the mobile web users to the mobile users is less than 50%. Meanwhile, VAS
(Value-Added Services) is deeply influenced by prices. There are about 75%
customers, who will consider prices rather than interest when choose VAS [9].
Therefore, the lower VAS prices and internet accessing charges the customers
get, the more customers we find. Thus, a way to reduce the internet accessing
fee mobile devices is important.

In this paper, we propose a framework for mobile advertising, which involves
the telecommunication, the advertiser, and the subscriber. It is dubbed “triple-
win” that all of them get benefits from each other. The telecommunication pro-
vides the Ads Agent Platform to attract campaign for advertisers. The adver-
tiser registers commercial ads with the telecommunication, and pays a reason-
able price. The users subscribe for promotional ads, which are sent to their
mobile devices by the Ads Agent Platform in order to get discounted internet
accessing from the telecommunication. Within this framework, the advertiser
gets repay when the ads bring potential customers; the telecommunication gets
benefit by increasing the number of internet subscribers; and the subscriber also
gets coupons and discounted internet accessing. As a result, this framework is
triple-win for the telecommunication, the advertiser and the subscriber.

However, delivering appropriate ads of the ideal time at the ideal place to the
ideal subscriber are key issues. We consider HWW (How, When and What), the
three key issues that we really care about: (1) How do we show the ads in sub-
scribers’ mobile phone? (2) When should we show the ads to ensure subscribers
will read ads without redundancy? (3) What potential ads will be clicked by the
subscribers?

In this paper, we describe our design for mobile advertising platform based on
three aspects: context, content and user preference. The system makes utilization
of velocity-detection and content-match to allocate personalized ads. In order
to decrease redundant ads and to increase business value, mobile ad matching
system should consider subscriber’s current status and activities before delivering
personalized mobile ads.

2 Related work

2.1 Consumer Behavior and Personalized Advertising

Marketing researchers have studied consumer behaviors for decades from ana-
lyzing the factors of consumer behaviors and to model building. Turban et al.
[7] analyzed the main factors on consumer’s decision, including consumer’s indi-
vidual characteristics, the environment and the merchant’s marketing strategy
(such as price and promotion). Varshney and Vetter [10] also proposed the use
of demographics, location information, user preference, and store sales and spe-
cials for mobile advertising and shopping application. Rao and Minakakis [5] also
suggest that customer profiles, history, and needs are important for marketing.
Xu et al. [9] proposed a user model based on experimental circumstances studies
of the restaurants, and used Baysian Network to analyze which variables would
affect the attitude of consumers toward mobile advertising.
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In summary, the most effective factors can be divided into three parts: Con-
tent, Context and User Preference. Content factor includes brand, price, mar-
keting strategy, etc. Context factor includes user location, weather, time, etc. At
last, User Preference includes brand, interest, user activity, etc.. Online (Web)
advertising is shown to be more effective than traditional media since it predicts
user’s intent by the pages that the user visits. However, for mobile advertising,
more contextual information and user preference can be obtained based on the
location, speed of users’ mobile device.

2.2 Web Contextual Advertising

In contextual advertising, an ad generally features a title, a text-based abstract,
and a hyperlink. The title is usually depicted in bold or a colorful font. The
latter of the abstract is generally clear and concise due to space limitations. The
hyperlink links to an ad web page, known as the landing page.

Several studies pertaining to advertising research have stressed the impor-
tance of relevant associations for consumers and how irrelevant ads can turn off
users and relevant ads are more likely to be clicked [I], [2], [B]. Ribeiro-Neto
et al [6]. proposed a number of strategies for matching pages to ads based on
extracted keywords. To identify the important parts of the ad, the authors ex-
plored the use of different ad sections (e.g., bid phrase, title and body) as a basis
for the ad vector. The winning strategy required the bid phrase to appear on
the page, and then ranked all such ads using the cosine of the union of all the
ad sections and the page vectors. While both pages and ads are mapped to the
same space, there exists a discrepancy (called “impedance mismatch”) between
the vocabulary used in the ads and on the pages. Hence, the authors improved
matching precision by expanding the page vocabulary with terms from similar
pages.

Besides, in contextual advertising, Fan et al. proposed the utilization of sen-
timent detection for blogger-centric contextual advertising. The results clearly
indicated that their proposed method can effectively identify those ads that are
positively correlated with the given blogp ages [2], [3].

2.3 Mobile Advertising

Mobile advertising is predicted to will become an important telecommunica-
tion’s revenue and monetization strategies. Advertisers can associate each user
with fully personalized ads to increase large value of mobile ads. The existing
mobile advertising methods can be divided into 3 categories including SMS, Ap-
plets, and Browser. SMS typically contain one or more commercial offers or ads
that invite users to subscribe or purchase products and services. Mobile ads em-
bedded in applets are contextual ads that are set pop-up when users are using
the applets. The browser is a particular applet for retrieving, presenting, and
traversing information resource on the World Wide Web. Mobile ads showed in
browser are more similar contextual advertising on the web. Note, both applets
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and browsers require data transmission through the internet. This leads to ad-
ditional payment of internet charges to users, while receiving SMS is free for
users.

SMS is the most common mobile advertising for enterprises. However, due
to infrastructure limitations, it does not support customized mobile ads per
individual. Thus, many users treat these SMS as spam. As indicated by Giuffrida
et al. in [4], even though the mobile advertising makes a substantial improvement
in overall business performance by targeting users with most relevant offers based
on user purchase histories, the hard limit imposed by the carrier forces them to
target clusters of consumers and send to all users in a cluster.

As mentioned earlier, mobile broadband adoption using 3G are about 20 per-
cents of all mobile subscriptions worldwide due to high price. Thus, it seems
promising to explore the mobile advertising market for telecom industry. In fact,
the telecom industry has used SMS for mobile advertising since a long time
ago. However, such advertising mechanism does not work well since users do not
gain any benefit. On the other hand, web-based advertising provided by Google
and Apple is more acceptable by users for the reason of free applications. By
providing discounted broadband subscriptions, users are more willing to read ad-
vertisements. After all, the idea of paying broadband subscription fee to receive
ads will not make users feel good, even for free applications. For example, VIBO
Telecom Inc. in Taiwan, provides MobiBon service for users to obtain bonus by
reading online ads. However, the data transmission of MobiBon is paid by users.
We believe that the proposed framework in this paper could solve the dilemma
and increase the revenue for telecom industry.

3 Design Methodology

3.1 Addresses the 3 Key Issues for Mobile Advertising

SMS or Broadband Ads? There are 2 mechanisms for existing mobile ad-
vertising: SMS and broadband advertisement. SMS is a common way of mobile
advertising. It often contains textual ads to promote products and services. How-
ever, the infrastructure limitation of SMS makes full customization infeasible [4].
On the other hand, broadband ads are not restricted by this limitation and can
be supported by cloud computing technique.

For broadband advertising, the access prices/fees of mobile broadband services
will also affect the advertising mechanism. If the access fees are charged by
packages, the style of the ads and the number of ads to be delivered can be
limited. If, however, the subscribers have unlimited internet access, various style
of ads can also be considered. Here, we consider a design of ad allocator which
can be applied for both situations via mobile broadband service. While delivering
ads to subscribers, the potential ad allocator also records the time that user spent
on ads, the number of mobile ads that are clicked/closed by the user in exchange
for discounted mobile broadband access. This kind of design can work for either
kinds of charging methods.
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In addition, due to the limited size of smartphone screen and data transmission
charge, we use the textual ads as the mobile ads to save the screen space. We
show the mobile ads on the top of screen to get subscribers attention. If the
subscribers are interested in the ads, he/she can read the detail by clicking on
the ads. The subscribers can also submit query to the mobile ad allocator for
promotions and select products by themselves. In the meantime, the mobile ad
allocator provides maps and the location information of the products. He/she
can visit the nearby stores. We consider such activities to be more effective, since
the subscriber is more likely to buy their favorite products.

When to Show the Ads? Two timing often used in mobile advertising are
trigger-based and fixed-schedule. The trigger-based timing refers to activities
which happen after certain user events. For example, the mobile ads are sent
to the user when the user sends or receives SMS in [4]. In our framework, the
mobile ad allocator is designed with both fixed schedule as well as trigger-based
advertising. To avoid redundant ads and to reduce the system loads, the mobile
ad allocator does not match or show ads when the phone is on standby mode.
When a smart phone is running on standard power mode, mobile ads are shown
in an interval of 30 minutes. However, ads will also be triggered when the smart
phones wake up from standby mode for five minutes or by submitted queries.

Ads Allocation Factors. As mentioned earlier, mobile advertising has a wide
variety of factors to be considered, including: context, content and user pref-
erence. In our framework, we consider one context factor (locality) and three
dimensions of content factor including product category and promotion activity
as well as short-term interest represented by user query. These four factors and
the mapping between the user and the content are used for personalized ads
allocation.

— Locality We consider the reachibility of ads based on user location and ve-
locity. That is, the system calculates the available range of a user and then
selects mobile ads from the available range for recommendation. The moti-
vation is to attract customers who are near the store.

— Product Category The system categorizes ads can be classified into 5 cate-
gories: delicacies, clothing, residence, transportation and life service. The ad
category is paired with the long-term interest of the user.

— Promotion Price and discount are the most significant factor for customers’
decision. For users who make decisions based on price and discount, such
information is a key factor.

— User Query It reflects the factor for short-term requirement that is trigger-
based advertising. Such information can be used to locate ads that are of
short-term interest to users.
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Fig. 1. The Ad Agent Platform consists of three components: the mobile ad database,
the user profile and the personalized ad matching
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3.2 System Architecture

As shown in figure 2, the Ad Agent Platform consists of three components: the
mobile ad database, the user profile and the personalized ad matching. When the
advertiser registers commercial mobile ads, we obtain the data for the mobile ad
database. Similarly, we can attain subscriber’s information as user profile when
they subscribe for the mobile advertising service and download the mobile ad
allocator which is developed by carrier to get discounted broadband access. The
ad allocator matches mobile ads with user profiles based on subscriber’s location
information and current velocity.

3.3 DPersonalized Ad Matching

Personalized ad matching can be regarded as an information retrieval problem.
In other words, we can calculate similarity between the user information and
the ad information with combination of various IR models. Our ad matching
algorithm is given in Algorithm 1, which contains 3 steps: ad filtering, content
similarity computation and adjustment. In our opinion, we try to find the ad
which is satisfying the user needs from context information. That is, we suppose
probably the user needs, and then we select the most related ad though the
scoring function of the candidate ads.

First, we calculate the radius, the available distance, Radius, which a user u
can arrive in m minutes. Assuming the velocity of the user v is v, then we get
Radius = v*m. The mobile ads in this range is denoted by R(u) = {a|d(a,u) <
Radius} where d(a,u) represents the distance between the user u and the store
of the ad a.

Next, for each candidate ad, we calculate the content similarity score between
ad a and user u. The long-term factors include the promotion activity and five
product category, which are binary attributes, so we calculate them by Jaccard
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similarity Jaccard(u, a). Furthermore, the short-term factor, represented by user
query, q(u) is compared with ad titles ¢(a) and landing pages p(a) to get the
cosine similarity, denoted by Cos(vy,v2) = v1 e va. Note that Jaccard similarity
scores can sometimes dominate the content similarity score. So, the Jaccard
similarity score is multiplied by a weighted value «, o € [0.1,0.2].

Finally, after the calculation of content similarity, if the highest score of the
filtered ads in R(u) is less than «, then the top k ads with discounted content
similarity score are added based on distance average. For ads with distance less
than average distance, the discounted score is calculated by Sima;scounted (4, @) =
0.5% Simscore(u, a); while, for ads with distance larger than average distance, the
discounted score is calculated by Simgiscounted(tt, @) = 0.3 % Simgeore(u, a). On
completion of ordering the scores, we can get the ads that are most appropriate
for the user u.

Algorithm 1. The personalized ad matching algorithm contain ad filtering,
content similarity computation and adjustment.

1. Ads filtering based on GPS and velocity v. Radius = v *m

2. Content similarity scoring based on long-term and short-term:

SiMscore (W, @) = a x Jaccard(u, a) + Cos(q(u), t(a)) + Cos(q(u), p(a)); (1)

Jarccard similarity is used for binary product categories and promotion

Cosine similarity is used for user query and ad titles / landing pages
3. If the highest score of filtered ads in step 1 is less than «, then add top ranked 50
ads by discounted score.

4 Mobile Ad Collector

In general, the information of mobile ads is acquired from the advertiser when the
advertiser registers the advertisement with the telecommunication. However, we
didn’t have a massive amount of mobile ads in live data because this framework
does not run in a real business environment. Thus, we build a mobile ad collector,
collecting ads from online advertisements.

4.1 Ad-crawler Platform

We proposed a mobile ad collector, which collect online advertisements automat-
ically from Google AdSensdd as shown in [4], [5]. First, we choose some general
topic words as the query term to request web pages from search engines such
as Google and Yahoo! About 200,000 web pages are retrieved as our web page
set. Next, we place these web pages on the ad-clawer platform to obtain the

3 http://www.labnol.org/google-adsense-sandbox /
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corresponding online ads assigned by Google AdSense. The information of these
online advertisements consisted of hyperlink, title and abstract. We collect 54,709
online ads. In order to calculate the similarity between the user and the ad, we
extract features including postal address, promotion activity, product category
and user query (or the brand name) as the mobile ads factors in our system. We
extracted these features for each online ad from its landing page as follows.

4.2 Ad Feature Extraction

Postal Address Extraction. The landing page of each online advertisement
may contain the location information for consumers. A landing page could even
contain more than one postal address. For example, the location search page
for KFCH lists ten postal addresses in one web page. Thus, an ad could be
associated with more than one postal address. Unfortunately, only 4,003 online
advertisements contain postal addresses (a total of 9,327 postal addresses are
extracted). Hence, we randomly assign a geographic coordinates around a user
to each online advertisement. Using Google Map API, we convert each geographic
coordinates into a postal address.

Text Preprocessing. Before introducing the promotion activity identification
and the product category classification, the landing page of each online adver-
tisement is processed for term representation. The preprocessing steps include
HTML tag removal, tokenization, stemming, etc. Finally, we count term fre-
quency in each landing page. To be brief, the text preprocessing is a process to
translate the raw landing pages into term features and term frequency.

Promotion Activity Identification. The promotion activity identification is
regarded as a classification task. The promotion classifier is implemented with
the tool WEK AR using bag of words representation. We train a model to classify
whether an ad contains promotional information with supervised learning. We
manually label 550 online ads with postal addresses in Illinois for 10-fold cross
validation. The (weighted) average precision, recall and F-Measure are about
88.9%.

Category Classification. Five classes including delicacies, clothing, residence,
transportation and life service are used for product categories. To prepare train-
ing data, we define some query keywords for each category (except for the last
category: life service), and use an IR system to retrieval top relevant ads for
manual labeling. Relevant ads are used ad positive examples, while negative ex-
amples are chosen randomly. For each categorization task, around 300 training
examples including equal number of positive and negative examples are collected
for training data. Then, a binary classifier is trained by state-of-the-art learning
algorithm using 10-fold cross-validations. Note that if an ad is not classified to
any category, we attribute it with the life service category. In brief, we make use

* http:/ /www.kfcclub.com.tw/Story /Store/
® http://www.cs.waikato.ac.nz/ml/weka/
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Table 1. The training result for category classification with ten-fold cross-validations
shows the performance is acceptable

Class Examples Precision Recall F-measure
Delicacies 313 0.911 0.911 0.911
Clothing 302 0.984 0.983  0.983
Residence 302 0.815 0.815  0.814

Transportation 302 0.931 0.930  0.930

of an IR system to prepare the training data for each product. Table 1 shows
the performance (weighted average) of the categorization tasks are acceptable
(above 90%) except for the category “residence” (81.4%).

5 Experiment Result

We built a simulated platform to evaluate the effectiveness of our approach. The
location of the experiment is set at Illinois, USA. Two situations are copied in the
simulated platform: surrounding situation is when the user goes around without
particular destination, while route situation is when the user travels from a start
location to some end location. The simulated platform is a web site written in
HTML, Java Script and PHP.

Table[2 shows preliminary result of the proposed approaches with 30 subjects,
each with 20-25 runs of tests. At each run, the user is presented with four ads se-
lected by four approaches shown randomly. The evaluation is measured by preci-
sion, recall and F-measure per user base and then averaged over all subjects. The
first row shows the performance of the proposed approach, which includes all four
factors, while the second row shows the performance of user information involving
long-term interests (promotion activity and product category) and short-term in-
terests (user query) but excluding locality factor. We also show the performance of
the locality factor and random selection as a comparison. The proposed approach
has the best precision (49.4%), recall (36.9%) and F-measure (40.1%).

Table 2. Performance with various approaches

Approach Precision Recall F-measure
Proposed Approach 0.494 0.369  0.401
User Information 0.428 0.311 0.313
Locality 0.310 0.199  0.232
Random 0.200 0.118  0.141

6 Conclusion and Future Work

Mobile devices are more and more popular and vital for people’s life. So, mobile
advertising will be an important market for web monetization. Google and Ap-
ple have launched their mobile advertising strategies through AdMob and iAd,
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which will bring revenue for the OS providers by sharing profits with program-
mers. While telecommunication still have a hard time increasing the number of
broadband subscriptions since many student users still consider the cost to be
the main issue. In this paper, we propose the framework that is a triple-win for
the telecommunication, the mobile advertisers and the subscribers. We address
the three key issues: (1) how to show the mobile ads, (2) when to show the
mobile ads and (3) what potential mobile ads will be click by the subscribers.
Our system recommends mobile ads to the users based on the factors of velocity-
detection and content-match. In order to conduct experiments, we also design a
mobile ad collector, which crawls online advertisements automatically. The pre-
liminary result shows that ad allocation based on all factors (locality, product
category, promotion and user query) can achieve the best performance.

References

1. Fan, T.-K., Chang, C.-H.: Blogger-Centric Contextual Advertising. Journal of Ex-
pert Systems With Applications 38(3), 1777-1788 (2011)

2. Feng, J., Bhargava, H.K., Pennock, D.: Comparison of Allocation Rules for Paid
Placement Advertising in Search Engine. In: Proceedings of the 5th International
conference on Electronic Commerce, ACM EC 2003, pp. 294-299. ACM, Pittsburgh
(2003)

3. Giuffrida, G., Sismeiro, C., Tribulato, G.: Automatic content targeting on mobile
phones. In: EDBT 2008 (2008)

4. Penev, A., Wong, R.K.: Framework for Timely and Accurate Ads on Mobile Devices.
In: CIKM, Hong Kong, November 2-6 (2009)

5. Rao, B., Minakakis, L.: Evolution of Mobile Location-based Services. Communica-
tions Of The ACM (2003)

6. Ribeiro-Neto, B., Cristo, M., Golgher, P.B., de Moura, E.S.: Impedance coupling in
content-targeted advertising. In: ACM SIGIR 2005, pp. 496-503 (2005)

7. Turban, E., Lee, N., King, D., Chung, H.M.: Electronic Commerce Managerial Per-
spective. Prentice Hall (2000)

8. Varshney, U., Vetter, R.: Mobile Commerce: Framework, Applications and Network-
ing Support. Mobile Networks and Applications (2002)

9. Xu, D.J., Liao, S.S., Li, Q.: Combining empirical experimentation and modeling
techniques: A design research approach for personalized mobile advertising applica-
tions. Decision Support Systems 44 (2008)



Query Recommendation by Modelling
the Query-Flow Graph

Lu Bai, Jiafeng Guo, and Xueqi Cheng

Institute of Computing Technology, Chinese Academy of Sciences, Beijing, China
{bailu,guojiafeng}@software ict ac cn,
cxqQ@ict ac c¢cn

Abstract. Query recommendation has been widely applied in modern search en-
gines to help users in their information seeking activities. Recently, the query-
flow graph has shown its utility in query recommendation. However, there are
two major problems in directly using query-flow graph for recommendation. On
one hand, due to the sparsity of the graph, one may not well handle the recom-
mendation for many dangling queries in the graph. On the other hand, without
addressing the ambiguous intents in such an aggregated graph, one may generate
recommendations either with multiple intents mixed together or dominated by
certain intent. In this paper, we propose a novel mixture model that describes the
generation of the query-flow graph. With this model, we can identify the hidden
intents of queries from the graph. We then apply an intent-biased random walk
over the graph for query recommendation. Empirical experiments are conducted
based on real world query logs, and both the qualitative and quantitative results
demonstrate the effectiveness of our approach.

1 Introduction

Nowadays, query recommendation has been recognized as an important tool that helps
users seek their information needs. Many approaches have been proposed to generate
query recommendations by leveraging query logs. Different types of information in the
query logs have been taken into account, including search results (11), clickthrough
(12) and search sessions (3).

Recently, the query-flow graph (2) has been introduced as a novel representation of
session information in query logs. It integrates queries from different search sessions
into a directed and homogeneous graph. Nodes of the graph represent unique queries,
and two queries are connected by a directed edge if they occur consecutively in a search
session. The Query-flow graph has shown its utility in query recommendation (2-4).

However, there are several problems in directly using the query-flow graph for rec-
ommendation as in existing approaches. Firstly, due to the information sparsity, lots
of dangling queries which have no out-links exist in the query-flow graplﬂ. Therefore,
recommendation approaches based on random walks (2, 13) over the directed graph may
not well handle such dangling queries. Moreover, queries are often ambiguous in their

"' Tn our experiment, we observe that the dangling queries account for nearly 9% of the total
queries, which is not negligible in real application.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 137-[[46] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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search intent and thus the aggregated query-flow graph in fact is a mixture of multiple
search intents. Most existing approaches (2-4) do not take into account the ambiguous
intents in the query-flow graph when generating recommendations. Therefore, for am-
biguous queries, one may either produce recommendations with multiple intents mixed
together which are difficult for users to consume, or provide recommendations domi-
nated by certain intent which cannot satisfy different user needs.

In this paper, we propose to model the query-flow graph for better query recom-
mendation. Specifically, we introduce a novel mixture model for the query-flow graph.
The model employs a probabilistic approach to interpret the generation of the graph,
i.e., how the queries and the transitions between queries are generated under the hidden
search intents. We then apply an intent-biased random walk over the graph for query
recommendation. In this way, we can well resolve the recommendation problems for
dangling queries and ambiguous queries in using query-flow graph.

We conducted empirical experiments based on a collection of query logs from a
commercial search engine. Both the qualitative and quantitative results demonstrate the
effectiveness of our approach as compared with existing baseline methods.

2 Related Work

2.1 Query Recommendation

Query recommendation is a widely accepted tool employed by search engines to help
users express and explore their information needs. Beeferman et al. (1) applied agglom-
erative clustering algorithm over the clickthrough bipartite graph to identify related
queries for recommendation. Ma et al. (7) developed a two-level query recommendation
method based on both the user-query graph and the query-URL graph. Zhu et al. (13)
generated diverse query recommendations based on the query manifold structure.
Recently, query-flow graph was introduced by Boldi et al. (2), and they applied per-
sonalized random walk (2, 3) over the query-flow graph to recommend queries. Unlike
previous work on query-flow graph, our approach explores the query-flow graph with a
mixture model for query recommendation, so that we can well resolve the recommen-
dation problems for dangling queries and ambiguous queries in using query-flow graph.

2.2 Mixture Models

Recently, there have been different mixture models applied on graphs for community
discovery. For example, Newman et al. (8) proposed a probabilistic mixture model to
discover the overlapped communities in graph. Ramasco et al. (9) introduced a more
general mixture model on graph for the same purpose. Ren et al. (10) described a mix-
ture model for undirected graph, where each edge in the graph is assumed to be from
the same community. Inspired by the above work, we propose a novel mixture model to
interpret the generation of the query-flow graph under multiple hidden intents.

3 Our Approach

In this section, we first briefly introduce the query-flow graph. We then describe the pro-
posed mixture model in detail, which learns the hidden intents of queries by modelling



Query Recommendation by Modelling the Query-Flow Graph 139

the generation of the query-flow graph. Finally, we show how to leverage the learned
intents for better query recommendation with an intent-biased random walk.

3.1 Query-Flow Graph

The query-flow graph integrates queries from different search sessions into a directed
and homogeneous graph. Formally, we denote a query-flow graph as G = (V, E,w),
where V = Q U {s, 1} is the set of unique queries Q in query logs plus two special nodes
s and ¢, representing a starting state and a terminal state of any user search session.
E C V x 'V denotes the set of directed edges, where two queries g; and ¢; are connected
by an edge if there is at least one session of the query log in which g; follows g;. w is
a weighting function that assigns to every pair of queries (g;, ¢;) € E a weight W The
definition of the weight w may depend on the specific applications. In our work, we
simply consider the weight to be the frequency of the transition in the query log. Fig.[I]
shows a query-flow graph that is constructed from the a set of search sessions.

" Yahoo > 360

Yahoo > Yahoo mail i { vabeo mail Chioe RS
360 > Xbox 360 > kinect e
Kinect - Xbox 720 1
Yahoo messenger > Yahoo 1,
Yahoo mail - Yahoo messenger -
360 > Xbox 360 > Xbox 720 ]
apple > Yahoo H

%, apple > apple tree ople  apple tree

Query sessions Query-flow graph

Fig. 1. A simple query-flow graph constructed from query sessions

3.2 Mixture Model on Query-Flow graph

We propose a novel mixture model to interpret the generation of the query-flow graph.
In essentials, our model is based on the following assumption: Queries are generated
from some hidden search intents, and two queries occurred consecutively in one ses-
sion if they are from the same search intent. The above assumption is quite natural
and straightforward. Typically, users submit a query to search according to their poten-
tial information needs (i.e., search intent). Users may consecutively reformulate their
queries in a search session until their original needs are fulfilled (or exit with a failure).
Therefore, without loss of generality, queries occurred consecutively in a search session
can be viewed as under the same search intent.

Specifically, given a query-flow graph G which consists of N nodes and M directed
edges, we assume the graph G is generated under K potential search intents, where each
intent is characterized by a distribution over queries. Let en € E denote a directed edge
from query ¢g; to query g;. We then assume the following generative process for each
edge ex in the query-flow graph:

1. Draw an intent indicator g =7 from the multinomial distribution 7.
2. Draw query nodes ¢;, g; from the same multinomial intent distribution S,,
respectively.
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Fig. 2. The graphic model of generation of query-flow graph

3. Draw the directed edge e from a binomial distribution ™, under a hidden intent
gij =1

Here, the K-dimensional multinomial distribution 7 reflects the proportion of different
search intents over the whole query-flow graph, the multinomial distribution 8 over
queries describes the hidden search intents, and the binomial distribution 7 captures the
probability of the edge direction between two queries under a given search intent. The
Fig.[2lshows the graphic model of generating query flow graph.

Based on the above process, the probability of an observed directed edge e belong-

ing to the r-th search intent can be obtained by

PI'(€~> g‘> = r|7T ﬂ T) - ﬂrﬂrlﬂroU ,

In this way, the likelihood of the whole query-flow graph G is
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where wo denotes the weight of edge ens and C(i) denotes the set of nodes pointed by
query g;.

The parameters to be estimated in our model are 7, 8, and 7. We maximize the likeli-
hood shown in Equation (I)) to estimate these parameters. The sum in the bracket makes
the direct estimation difficult, but with the help of Expectation Maximization (EM) al-
gorithm the problem can be solved easily.

As we can see, the hidden variables in our mixture model are intent indicators g?j' In

E-step, the posterior probabilities of hidden variables are calculated as
Pr(eT}, gTJ)' =r) ﬂrﬂr,zﬂr,j‘rlf;’r
43, =Pilgg =rle) = = ¥
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In M-step, we update the parameters by the following formulas:
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The E-step and M-step are repeated alternatively until the log-likelihood does not
increase significantly. Note that the EM algorithm will not necessarily find the global
optimal. We resolve this by trying several different starting points to get an good solu-
tion in practice.

3.3 Intent-Biased Random Walk

As aforementioned, directly applying the traditional personalized random walk on
query-flow graph into recommendation may not well handle the dangling queries and
ambiguous queries. Here we further introduce our intent-biased random walk to rec-
ommend queries based on the learned intents above. The basic idea of our model is
to integrate the learned intents of queries into the prior preference of the personalized
random walk, and apply the random walk under different search intent respectively.

Formally, let W denote the weight matrix of the query-flow graph G with row nor-
malized. An intent-biased random walk over the query-flow graph G under the r-th
search intent given the original query ¢; is then determined by the following transition
probability matrix A;,, which is defined as following:

Ai,r = (1 /1)W + /11Pl'7,«

where A denotes the teleportation probability, and P;, denotes the preference vector of
intent-bias random walk under the r-th intent defined as

Piy=p ¢ +(1 p) B

where eiT is the vector whose entries are all zeroes, except for the i-th whose value is
1, B, is our learned r-th intent distribution over queries, and p € [0, 1] is the weight
balancing the original query and its intent.

The intent-biased random walk has a unique stationary distribution R;, such that
R, = AZrRi,r (called the personalized PageRank score relative to g; under the r-th in-
tent). Such a personalized PageRank can be computed using the power iteration method.
We can then employ the personalized PageRank score to rank queries with respect to g;
for recommendation.

We apply our intent-biased random walk under each intent of query ¢g;, and obtain
the corresponding recommendations. Finally, the recommendations are grouped by in-
tent and represented to users in a structured way, where the intent groups are ranked
according to the intent proportion of the given query g; calculated by

Pr(rli) oc Pr(r) Pr(ilr) = 7,8,

As we can see, if we set the parameter p to 1, our intent-biased random walk will
degenerate into the traditional personalized random walk as applied in previous work
(2, 4). Obviously, under such a personalized random walk, we may not obtain any rec-
ommendations for dangling queries. To avoid non-recommendation, one may add a
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small uniform vector to the preference vector (i.e., teleportation to every node). How-
ever, in that case, the recommendations for the dangling query will be mostly popular
queries which may not related to original query at all. While in our model, we set p
less than 1 so that we can smooth the preference vector with the learned intents, which
can provide rich background information of the original query in a back-off way. If the
original query is a dangling query, the preference vector will be reduced to the corre-
sponding intent distribution so that we can still obtain related recommendations for the
original query.

Moreover, previous approaches usually applied the personalized random walk on
the graph for recommendation without addressing the hidden intents. In this way, for
ambiguous queries, they may either produce recommendations with multiple intents
mixed together which are difficult for users to consume, or provide recommendations
dominated by certain intent which cannot satisfy different user needs. In our model,
we can naturally generated recommendations for the original query with respect to its
different intents. The structured recommendation results would be easy to understand
and diverse search intents can be covered.

4 Experiments

4.1 Data Set

The experiments are conducted on a 3-month query log from a commercial search en-
gine. We split the query stream into query sessions using 30 minutes timeout, and con-
struct the query-flow graph as section 3.1 described. To decrease the noise in search
sessions, we get rid of those edges with frequencies lower than 3. We then draw the
biggest connected component of the graph for experiment. After these steps, the ob-
tained graph consists of 16, 980 distinct queries and 51, 214 distinct edges.

4.2 Evaluation of Intents

Fig. B shows how the log likelihood varies over iterations under different number of
hidden intents. According to Fig. Bl the increase of log likelihood turns slow when the
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Table 1. Top 10 queries for 3 randomly sampled learned intents

lyrics cars poems
lyrics bmw poems
song lyrics lexus love poems
lyrics com audi poetry
a z lyrics toyota friendship poems
music lyrics acura famous love poems
azlyrics nissan love quotes
lyric infiniti sad poems
az lyrics  mercedes benz quotes
rap lyrics volvo mother s day poems

country lyrics  mercedes  mothers day poems
Table 2. Recommendations for dangling queries

Query = “yamaha motor”  Query = “radio disney”

baseline ours baseline ours
mapquest yamaha mapquest disney
american idol honda american idol disney channel
yahoo mail suzuki yahoo mail disney com
home depot kawasaki home depot  disneychannel com
bank of america yamaha motorcycles bank of america disney channel com
target yamaha motorcycle target disneychannel

intent number is larger than 600. It indicates that the mixture model with 600 hidden
dimensions is basically sufficient to capture the potential search intents over this graph.
Larger number of intents are very probably to be redundant and may cause the problem
of over-fitting. Therefore, we set the intent number to 600 in our experiments.

We randomly sample 3 learned intents to demonstrate the effectiveness of our mix-
ture model, as shown in Table [Il For each intent, we list the top 10 ranked queries
according to their probabilities under the corresponding intent. The first, second, and
third columns are about lyrics, cars, and poems, respectively. The labels of each intent
are created by human judge for illustration.

4.3 Evaluation of Query Recommendation

In this part, we evaluate the recommendation performance of our approach by compar-
ing with traditional personalized random walk (2). For our intent-biased random walk,
the parameter A is set to 0.8, and p is set to 0.3.

Qualitative Comparison. We take the randomly selected dangling queries “yamaha
motor” and “radio disney” as examples to demonstrate the effectiveness of our ap-
proach. The recommendation results from our approach and baseline method are demon-
strated in the Table [2] . We can see the recommendations from our methods are much
more related to the initial queries . On the contrary, the recommendations from baseline
method are mostly queries that are popular in the whole date set but unrelated to the
original queries. This is because for the dangling queries, the traditional random walk
based approaches can only find recommendations with the help of the uniform teleport.
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Table 3. Recommendations for Ambiguous Queries

Query = “hilton” Query = “we”
baseline ours baseline ours
marriott wwe
expedia marriott wells fargo wells fargo
holiday inn holiday inn weather bank of america
hyatt sheraton wellsfargo com wellsfargo
hotel hampton inn we channel wamu
mapquest embassy suites tna
hampton inn hotels com bank of america weather
sheraton yahoo mail weather channel
hilton com paris hilton weather channel accuweather
hotels com michelle wie wellsfargo noaa
embassy suites  nicole richie espn
residence inn  jessica simpson usbank com wwe
choice hotels pamela anderson wwe com tna
marriot daniel dipiero ~ www wellsfargo com  wrestleview
hilton honors  richard hatch bankofamerica com ecw

We also compared our approach with the baseline method on ambiguous queries.
We randomly selected two queries with multiple hidden search intents based on our
learned model as shown in the Table [3l We can see that structured query recommen-
dations can be provided by our approach for ambiguous queries. Take the query “we”
as an example, the top three categories of recommendations provided by our approach
correspond to “financial”, “weather” and “wrestling”, respectively. The labels here are
also human annotated for illustration. However, the baseline method only produces one
recommendation list which is a mixture of several intents. Query “hilton” is another
interesting example with multiple intents. In this case, the recommendations generated
by the baseline method are dominated by queries related to the hotel. In contrast, our
approach can obtain two categories of recommendations, one about the hotel and the
other about the celebrity. Therefore, our approach may better satisfy users’ needs by
covering diverse intents of the query.

Quantitative Comparison. Furthermore, we conducted quantitative experiments for
evaluating the performance of our recommendation approach. As aforementioned, our
proposed approach naturally provides structured query recommendation to users . While
the baseline method using personalized random walk provides the traditional list-based
query recommendations to users. We thus follow the way proposed in (€) to compare
the performances of different recommendation methods by users’ click behaviour.

We randomly sampled 100 queries as our test set. For each query, top 15 recommen-
dations are used for performance comparison. For each recommendation, human judges
are required to label how likely he/she would like to click it with a 6-point scale (0, 0 2,
04,06, 08, 1) as the willingness measure. 3 human judges were asked to participate
the labelling process .

We also adopted the Clicked Recommendation Number (CRN), Clicked Recommen-
dation Score(CRS), and Total Recommendation Score(TRS) as our evaluation measures.
For each query g, let R = {r;, ,r:} denote the k recommendations generated by a
certain method, and L = {l;, ,[;} denote the corresponding label scores on these
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Table 4. Comparisons between Our Approach and Baseline Approach

Baseline Ours

Average CRN  4.09  4.21(+2.9%)
Average CRS  0.598  0.652(+9.0%)
Average TRS  0.181 0.194(+7.1%)

recommendations, where k is the size of recommendations. The three measures for
query q are then defined as follows

il _ il

CRN, =|{rill; > 0,i € [1,k]}|, CRS,= CRN.’ TRS, = P
q

where | = | denote the set size. As we can see, CRN reflects the adoption frequency of
query recommendations, CRS shows the preference on adopted recommendations, and
TRS indicates the effectiveness of overall query recommendations.

Table [ shows the quantitative evaluation results of the two approaches. The num-
bers in the parentheses are the relative improvements of our approach over the baseline
method. The results show that by providing structured query recommendations based
on our intent-biased random walk, we can largely improve both the click number and
click willingness on recommendations.

5 Conclusions

In this paper, we propose to explore the query-flow graph for better query recommen-
dation. Unlike previous methods, our novel mixture model identifies the hidden search
intents from the query-flow graph. An intent-biased random walk is then introduced to
integrate the learned intents for recommendation. Experimental results show the effec-
tiveness of our approach. For the future work, it would be interesting to try to combine
the query words, search session and clickthrough information in a unified model to help
generate better query recommendations.
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Abstract. With the recent rapid growth of social image hosting web-
sites, such as Flickr, it is easier to construct a large database with
tagged images. Social tags have been proven to be effective for providing
keyword-based image retrieval and widely used on these websites, but
whether they are beneficial for improving content-based image retrieval
has not been well investigated in previous work. In this paper, we inves-
tigate whether and how social tags can be used for improving content-
based image search results. We propose an unsupervised approach for
automatic ranking without user interactions. It propagates visual and
textual information on an image-tag relationship graph with a mutual re-
inforcement process. We conduct experiments showing that our approach
can successfully use social tags for ranking and improving content-based
social image search results, and performs better than other approaches.

1 Introduction

Social image hosting websites, e.g., Flickr, have recently become very popular.
On these websites users can upload and tag their images for sharing them to
others. This social tagging is similar to keyword annotation in traditional image
retrieval systems. One difference is that keyword annotation requires several
experts for annotating images. This requires too much time and labor if the
image database is large. Social tagging does not have this problem because a
large number of users can participate in tagging task. It is easier to construct
a large database with tagged images. Another difference is that social tags are
user-generated and folksonomy tags [I]. Compared with taxonomy keywords in
keyword annotation which uses a number of specific fixed words, social tags have
an open vocabulary in which the words are free and are neither exclusive nor
hierarchical. This results in social tags having lots of noises.

Social tags have been proven to be effective for providing keyword-based im-
age retrieval and widely used on social image hosting websites. It is regarded
that textual information can naturally improve the results of keyword-based im-
age retrieval, but whether social tags are beneficial for improving content-based
image retrieval (CBIR) has not been well investigated in previous work. CBIR
has a long history and a large amount of research has gone into it, but its perfor-
mance still needs to be improved for practical application. In CBIR, for a query
image sample, systems search for content-based similar images from a specific
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© Springer-Verlag Berlin Heidelberg 2011
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query Social Tags Social Tags
Chiante, Bay,, equine, equus, Arabian, gatto,
Arab, running, movement, action, mare, Fall, chat,
Autumn, color, red, orange, green, gold, bay, sweet,
yellow, black, white, canon, pet, animal, dolce, cute,
beautiful, graceful, elegant, gorgeous, stunning,
wow, cool, strength, pretty, pasture, field, rural, Picnik,
o country, farm, trees, fence, furryfriday, i500, APlusPhoto,
@ interestingness#268, EXPLORE, abigfave, ABigFave,
g impressedbeauty, blueribbonwinner, kissablekat,
= supershot CC400

<

-
irrelevant

Aal

relevant irelevant relevant irrelevant

Iﬂowerl Ihursel Ianawesomeshofl |bird| | cat | Ican'nol

Fig. 1. Query by Example, Content-Based Similar Image Results and Social Tags

multimedia database by image visual information. Since the query image does
not include any textual information, the relationships between the query image
and the textual information of other images in the database are hard to be eval-
uated because of the well-known semantic gap problem. For example, for the
query ”horse” image in Fig.[I] it’s hard to know the relationship between it and
the ”cat” tag of a ”cat” image in the database. The effectiveness of textual infor-
mation, especially social tags, for improving content-based similar image results
is unknown.

We observe that in content-based similar image results of a given query image
and database, relevant images are relatively few while irrelevant images are many.
There is a characteristic followed by image semantics that the image semantics
of relevant images are alike while the image semantics of irrelevant images are
diverse. For example, for a query "horse” image, its relevant images have alike
“horse” concept while its irrelevant image have diverse concepts such as ”cat”,
”bird”, and so on. However in most cases content-based similar image results do
not follow this characteristic. Fig. [[l shows a query image and its content-based
similar images by SIFT feature [I3]. These diverse similar images are regarded
as "relevant” images in content-based similar image results by CBIR. This is
one of the reasons that why the performance of CBIR is unsatisfactory. On
the other hand, social tags sometimes follow this characteristic. In Fig. [l the
relevant images have alike tag sets including a "horse” tag, while the irrelevant
images have diverse tag sets. It shows that social tags may be able to be used
for improving content-based image search results.

We propose an unsupervised approach which automatically ranks the images
in content-based similar image results. We construct an image-tag relationship
graph model with both images and their tags as vertices, and using image sim-
ilarity, tag co-occurrence and image-tag annotation relationships as edges. The
approach propagates visual and textual information on the graph with a mutual
reinforcement process. Fig. [l gives a brief overview of the graph. It shows some
of the content-based similar images and social tags on the graph. In the mu-
tual reinforcement ranking process, the good tags (in red and bold) of relevant
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images contribute more scores on the graph; the bad tags of relevant images,
and the good and bad tags (in blue and italic) of irrelevant images contribute
less scores on the graph; the irrelevant images contribute less to their tags, while
the relevant images contribute more. In other words, a high-ranked image is one
to which many high-ranked tags point; a high-ranked tag is a tag that points
to many high-ranked images. After several iterations, the relevant images can
obtain higher rank scores.
The contributions of this paper are as follows.

— We investigate whether social tags can be used for improving content-based
search results. We successfully propose an approach which can use social tags
to improve the results effectively. To the best of our knowledge, it has not
been well investigated in previous work. We conduct experiments showing
that our proposed approach performs better than other approaches.

— The mutual reinforcement process is not so novel and some approaches based
on it have been proposed in other areas. We also conduct experiments show-
ing that a naive mutual reinforcement approach does not perform well for
our topic. Our proposed improved mutual reinforcement approach performs
better than a naive one.

The remainder of this paper is organized as follows. In Section 2 we give a
brief review of related work. In Sections 3, we propose our social image ranking
approach. In Section 4, we report and discuss the experimental results, and
present a summary and discuss future work in Section 5.

2 Related Work

There have been studies related to image ranking for keyword-based image re-
trieval in unsupervised scenarios. Lin et al. [2] proposed an approach only based
on text information. Several approaches [3/4/5] only based on visual information
have also been proposed. The well-known visualrank approach proposed by Jing
and Baluja [B] applies a random walk method for ranking images. We have dif-
ferent goals than the above-mentioned studies based on keyword-based image
retrieval. We concentrate on image ranking with social tags for content-based
image retrieval. It has not been well investigated in previous work. The graph-
based mutual reinforcement approach we propose efficiently uses both visual and
textual information in the refining process, and performs better.

Relevance feedback (RF) has been widely used in image ranking in super-
vised scenarios[6]. In early work some approaches [1I8] adjust the weights of
different components of the queries or change the query representation to better
suit the user’s information need. On the other hand many approaches use RF
instances as training sets and include a offline learning process for learning a
query-independent ranking model to classify image search results into relevant
and irrelevant images, e.g. the approaches [O10] using support vector machines
(SVM). We have different goals than the above-mentioned studies based on rele-
vance feedback. We concentrate on automatically image ranking in unsupervised
scenarios without user interactions.
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3 Automatic Social Image Ranking

Our ranking task could be formulated as follows. For a given query image ¢, the
content-based image retrieval system computes the content-based similar image
results A = {a1,...,a,} from a specific multimedia database D. Let s;, as the
similarity between ¢ and a;. We regard A as the candidate image set and the
social tags of images in A as the candidate tag set 7 = {t1,...,t,,}. We define
T.; as the tag set of each image a; € A. Our task is to rank the image set A
with the tag set 7.

There is no user interaction information available for the ranking task in our
unsupervised scenario. The approach should automatically gather visual and
textual information to rank the content-based similar image results. We analyze
the relationships among the images and social tags to construct our image-tag
relationship model. We propose an approach with a mutual reinforcement process
base on the characteristics of this graph model.

3.1 Image-Tag Relationship Model

To leverage social image visual information as well as social tag textual infor-
mation for ranking, we construct a graph model in Fig. ] with candidate set
A and 7 for analyzing the image-tag relationships. The vertices of the graph
model denote social images which represent visual information and their tags
which represent textual information. Note that query image ¢ has no textual
information.

The edges of the graph model denote the relationships among images and
tags. There are three kinds of image-tag relationships: image-to-image relation-
ship based on image similarity, tag-to-tag relationship based on tag co-occurrence
to images, and image-to-tag annotation relationship. The first two kinds of re-
lationships reflect the intra relationships among images or tags. The third one
reflects the inter relationship between images and tags.

3.2 Visual and Textual Descriptor

To make use of visual and textual information in our approach, we convert them
into visual and textual descriptors. The visual descriptors are based on image
similarity. To compute image similarity, we use the following six types of low level
features [I3]: 64-D color histogram, 144-D color correlogram, 73-D edge direction
histogram, 128-D wavelet texture, 225-D block-wise color moments and 500-D
bag of words based on SIFT. The distance between image a; and a; on low level
feature k is computed using a correlation distance d(Hx, H,x) defined as

3, (H(x) x Hy (@)
VO, HL0)2) % (5, Hyy (1))

(@) = Hin(z) = > Hir(y)/Ne,

d(Hix, Hjx) =
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Fig. 2. Image-Tag Relationship Model

where H;;, and H,j, are feature vectors. Ny, is the size of the feature vector k. The
image similarity s;; between two images with multi-feature is computed using a
weighted sum.

sij = s(ai,a;) = 2k wgi%:’ij)7 vd; = siq.
We use wy, = 1 for any k in our work. It means that all low level features have
same weights. This strategy has usually been used in existing work such as [I1].
For each image a; in candidate image set 4, we propose visual descriptor vd
defined as vd;.

To leverage social tags information, different from some existing work in other
topics such as [12] which use some paired tag co-occurrence measures tcy, for
each pair of tags t, and t,, we propose a single tag co-occurrence measure tc,
for each tag t,. This measure considers the local tag frequency in candidate tag
set 7 as well as the global tag frequency in database D. It can evaluate how
important tag t, is to current candidate tag set 7 in database D. We propose
textual descriptor td defined as

" .
te, = |$|T tdm_{tcxy lf|t9¢|’1—>67

" telp’ 0, if [tz|T < 6.

Here, |t;|7 means the number of images in candidate tag set 7 that contain t,,
|tz|p means the number of images in database D that contain ¢,. ¢ is a local
frequency threshold for ignoring the noisy tags which have low frequency in 7
as well as in D and therefore have high value on tc,.

3.3 Social Image Ranking

Following the image-tag annotation relationships in the graph model, we propa-
gate the rank scores of images in 4 and tags in 7 along the links between images
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and tags. We observe a phenomenon that for an image a;, when propagating the
rank scores from images to tags, if a; has a high rank score, its related tags will
obtain higher rank scores. When propagating the rank scores is from tags to
images, if the related tags of a; have high rank scores, a; will obtain a higher
rank score. On the other hand, for a tag t,, it also has similar phenomenon.
Therefore, we naturally come to the following mutual reinforcement assump-
tion: a high-ranked image for ¢ is one to which many high-ranked tags point;
a high-ranked tag for ¢ is a tag that points to many high-ranked images. The
iterative formulas for computing the rank scores are defined as follows:

Initialization: Qy(a;) = ®(vd;), Qp(ty) = P(tdy); 0 < a, B <1

Qkr1(tz) = aP(td,) + (1 — ) Z\/az:tmeTai d(vd;) Q). (a;)
Tteration: { Qr+1(a;) = BP(vd;) + (1 — ) thm:tmeTai D(td,)Qy(te)
;chl(tﬁC) = D(Qit1(t2)), Q;c+1(a’i) = &(Qk+1(ai))

_ Qu(ts) = min{Qr(ty)}
PO = an{Qulty)) — min{Qu(ty))

The iteration parameters a and (§ are damping factors. k£ is the number of
iteration steps. We initiate Qf(t) of tags with textual descriptors and Qf(a)
of images with visual descriptors. Qj.(-) is the normalized rank score of Q(-).

Content-based image similarity to the query image is an inherent property of
a candidate image a;. The images which have high similarity can be regarded
as more important on the graph. For a candidate tag t,, it is also similar. We
therefore use visual descriptors and textual descriptors as the weights in the
iterations. These weights represent the importance of these images and tags on
the graph.

~—

4 Experiment

4.1 Experimental Settings

The dataset we use for experiment is NUS-WIDE [I3]. It is created by down-
loading images and their social tags from social image hosting website Flickr. It
has 269,648 images and about 425,000 unique original tags. For images, it pro-
vides six types of low-level features extracted from the images, which we have
introduced in section 3.2. For tags, the authors of this dataset set several rules to
filter the original tag set. They delete the tags with too low frequency. The low
frequency threshold is set to 100. They also remove the tags that does not exist
in WordNet. At the end, they provide 5,018 unique tags. We keep this filtering
in our experiment for the following reasons. It reduces the noises in the tag set.
It also reduces the size of candidate tag set 7 and the number of links between
images and tags, which can reduce the time cost in the ranking computation.
NUS-WIDE also provides image annotation ground-truth of 81 concepts for
the entire dataset, but it doesn’t appoint query sample set and provide ground-
truth for content-based image retrieval. We need to construct them by ourselves
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for our experiment. In our experiment, we randomly choose 100 images as a
query image set from the entire dataset for our evaluation. Note that there is
no textual information available for these queries. For each query, we rank the
images in top-n content-based similar image results, n = 100. The images in
content-based similar image results are labeled with five levels by human beings.
The range of levels is from 0 (irrelevant) to 4 (relevant). The evaluation metric
used in our experiment is Normalized Discounted Cumulative Gain (NDCG) [14].
NDCQG is an effective metric often used in information retrieval for evaluating
the rank results with relevance levels. It is defined as follows.

k
NDCG@k = 2, Y (279 —1)/log(1+ j))

Jj=1

r(j) is the relevance level of the image at rank j. Zj is a normalization con-
stant and equal to the maximum DCG value that the top-k ranked images can
reach, so that NDCG score is equal to 1 for the optimal results. We evaluate the
performance with the average NDCG value of all query images.

4.2 Parameter Selections

The proper local frequency threshold § of td is different for different approaches.
According to Fig[Blwhich shows NDCG@100 value of the approaches with differ-
ent 6, we set = 3 for our approach. Note that the NDCG@100 of the content-
based similar images results is 0.6168.

To select proper iteration parameters o and 8 in our mutual reinforcement
approach, we choose their candidate values by an interval of 0.1 in the range of
[0,1] and obtain 121 pairs of candidate values. We run our approach with these
pairs on the query image set and observe the performance on the NDCG@100
metric. According to Figlll we choose («, 3) as (0.0,0.4) in our experiments.

When 8 = 1, it means the iteration formula of an image rank score has
degenerated into only depending on the visual descriptor. Because of using image
similarity as the visual descriptor, the ranking result is equal to the content-based
similar image results. The figure also shows that for any (o, 8) in the range, our
approach performs not worse than content-based similar image results.
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4.3 Experimental Results

We compare our approach with three other approaches as well as with the
content-based similar image results. The parameters selection and tuning is car-
ried out for all these approaches. We compare the best results these approaches
can generate.

1. Visual-based Approach (VisualRank): This approach does not use
any social tag information. It is based on VisualRank but with modifications to
make it appropriate for our scenario. VisualRank uses a random walk method
on the image complete graph in which vertices are the candidate images, and
uses content-based image similarity for computing the transition matrix. The
iteration formula is as follows.

Qunfa) = 1=+ 7% Y(Qulay) ). Qofar) = B(udy

We follow the settings in VisualRank and set damping factor v to 0.85. n is
the size of the candidate image set A. We want to confirm that social tags are
beneficial for ranking content-based similar image results and show that our
approach performs better than VisualRank in the content-based social image
ranking scenario.

2. Text-based Approach: To show that our mutual reinforcement process
can use social tag information more effectively, we design a text-based approach
that uses social tag information but without a mutual reinforcement process. We
compute the rank score of candidate image a; by using the following formula. Note
that pure text-only-based approach in our scenario because the candidate image
and tag set is generated by visual information. According to Fig[Bl, we set § = 4.

Qa) = >  &(tdy)

Va; g €T,

3. Naive Mutual Reinforcement Approach: The mutual reinforcement
process is not so novel and some approaches based on it have been proposed in
other areas. We design this naive mutual reinforcement approach to show that
our proposed mutual reinforcement approach performs better than a naive one.
There are two important differences between this naive one and our approach.
One is that the iterative formulas of this naive one do not consider the importance
of images and tags on the graph. The other is that we observe the performance
among different parameters and select them cautiously in our approach.

Initialization: Qp(a;) = &' (vd}), Q
Qpt1(tz) = ad'(td},) +
d;) +

t 1-—
Iteration: § Qr+1(a;) = B (vdy) + (1 = B) Xy, to€Ts, Q. (tz)
fr1(tz) = (Qk+1(tm )y Qpp (@) = P (Qrya(ai))

/ ( ) ’ 7 |t96 N tle
D' (Qu(ts) vd vd;, td!, = .
\/Z Qk(ty) tze:T lta Utyl7

olts) ='(td;); 0 <, B < 1
( )Z\/ai:thTal Q;c(a’i)

(
)



Ranking Content-Based Social Images Search Results with Social Tags 155

E o age Similarity
B VvVisualRank
[ Text—Based
T Naive

HE ©Our Approach

NDCG& 10 NDCG & 20 NDCG & 50

Fig. 5. Approaches Comparison

[tz Nty|7 means the number of the images that contain both of ¢, and ¢,, and
|tz U ty|7 means the number of the images that contain ¢, or t,. (o, 3) is also
chosen as (0.0, 0.4). Note that it is not too naive because it still uses good visual
descriptor and damping factors. The rule of parameters chosen here is to choose
some intuitive parameters.

Fig. Bl illustrates the evaluation of NDCG@10, NDCG@20 metrics on rank-
ing the top-100 images in content-based similar image results. Compared with
content-based similar image results, all metrics are improved with our approach.
Our approach performs best among all of the approaches here. Table[Millustrates
a social image ranking samples of our approach.

Our approach performs better than the visual-based approach in our content-
based social image ranking scenario. Although VisualRank performs well in [5],
the initial image results in that work are from keyword-based image retrieval, and
the ranking is based on image similarity. In other words, the approach uses both
visual and textual information to generate the final results. But in our scenario,
since the initial image results are content-based, the visual-based approach can
only use visual information. It illustrates that using social tag information for
ranking the content-based image search results is beneficial. Furthermore our
approach also has better time complexity than VisualRank because our approach
computes less links on the graph in real time iterations. In our experiments, on
the average running time for all queries, VisualRank costs 0.076 seconds while
ours costs 0.031 seconds.

Compared with the text-based approach which does not use our mutual rein-
forcement process, our approach which is also based on textual information per-
forms better. The text-based approach also performs better than VisualRank.
It shows that social tags are beneficial for ranking content-based similar image
results and our approach can use them more effectively.

Furthermore, our approach performs better than the naive mutual reinforce-
ment approach which outperforms than VisualRank. It shows that a mutual
reinforcement process is useful in our ranking scenario, but a naive mutual re-
inforcement approach without an optimized design still can not generate better
rank results than the content-based similar image results from a statistical point.
Our proposed mutual reinforcement approach can improve the content-based
similar image results effectively.
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5

In

Table 1. Social Image Ranking Example

Image

Query) Approach /

Conclusion

this paper, we confirm that we can successfully use social tags to improve

content-based social image search results. We propose an approach with a mutual
reinforcement process using both visual and textual information on a image-tag
relationship graph model. The experiments illustrate that our approach can reach
the goals and performs better than other approaches. For future work, we will
extend our work to a keyword-based image retrieval scenario.
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Abstract. Previous research is able to distinguish search patterns of domain
experts and non-domain experts. However, little is known about the finer details
of a non-domain expert searcher. This is especially so when a non-domain
expert performs a search on an expert type domain. Do non-domain experts
search similarly? What can we learn and infer from their search patterns? More
importantly can we identify the searcher behind the search? In this paper, we
perform a study of non-domain experts search behavior on an expert domain.
Our results indicate search patterns can be used to generally classify a
non-domain expert searcher.

Keywords: interactive search, medical domain, user study.

1 Introduction

At some point of their life, most people have searched for medical information. An
online medical search behaviour survey reports people between the ages of 18-34 go
online to find healthcare information while people above the age of 50 seek for
medical information online after consulting their physician [10]. As more health care
questions and challenges arise, many turn to online resources to obtain information
[15]. There is also a trend among patients today where they prefer to be more
informed before, during and after consulting their physicians [3].

Previously, medical search engines were exclusive for medical professionals; other
types of users were only passively exposed to medical information online [4]. Today,
non-medical professionals are aware of many medical search engines and utilize them
to search for medical based information. Medical and health queries have declined as
a proportion of all web queries, as the use of specialised medical/health websites have
increased [15]. In some cases, users solely rely on the Web for healthcare diagnosis
and treatment [16,11].

Searching for medical information is certainly not as straightforward as other types
of search task. A health information seeker must know within the realm of language,
the near specific location of the knowledge they seek [12] otherwise it is likely that a
search might become unsuccessful. Medical terms have multiple sense and can be

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 157-[168] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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discussed from different perspectives [3]. Performing a medical search on a huge and
information intensive domain such as a medical search domain where there are
massive amounts of information available at disposal [3] could intimidate a non-
medical professional.

Little is known about the search behaviour of non-medical professionals on this
domain. This information will enable medical search engines to categories users
based on search behaviour and subsequently tailor relevant information retrieval
strategies to enhance a user’s search session.

In this paper, we present results of an exploratory survey of studying interactive
search behaviour for non-medical professionals on Medline Plus’. To better
understand the search behaviour of non-medical professionals we study query and
browsing patterns using simulated work task scenarios. We attempt to report and
classify non-homogenous search behaviour of non-medical professionals when
searching on a medical domain. We believe these classifications will allow for better
understanding of search behaviour of non-domain experts. The rest of the paper is
organised as follows: in Section 2 we review related work, in Section 3 we describe
our research methodology, in Section 4 we provide demographic details of our
participants, in Section 5 we provide our results and analysis, in Section 6 we discuss
our findings and in Section 7 we conclude the paper with future work.

2 Related Work

Domain experts search differently compared to non-domain experts. They prefer
technical sites, complete tasks faster and use specialised vocabulary [18]. Research
has also found when domain experts perform a search task outside their domain or
topic expertise only general purpose strategies were utilised [1]. There were obvious
differences in site selection and search goal sequencing. Software engineers
demonstrate distinct and unique search behaviour when searching on work-related
tasks in comparison to when a search is performed for a non-work related task [5].
They issue longer queries, used technical terminology and acronyms in 66% of their
work related tasks. Domain knowledge has also been found to influence search
behaviour [1,8]. Users with domain knowledge used elaborate reformulation
strategies in comparison to users without domain knowledge. Users without domain
knowledge used simple stemming and backtracking modification techniques in a
search session. Specific topic knowledge has also been found to influence search
behaviour. Searchers with high topic knowledge expressed queries more effectively
and found more search results [7].

Self-rated domain experts also used different search strategies in comparison to
non-self rated domain experts. Self-rated domain experts used significantly more
unique query terms while non-self rated domain experts required supplemental
features to augment their search experience [6]. Search experience also affects search
behaviour. When an experienced searcher had little knowledge on a domain, more

! http://www.nlm.nig.gov/medlineplus
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time is spent preparing queries and examining search results [8]. Search novices were
more likely to reformulate queries and access websites through search engines rather
than accessing websites directly [7].

Hu, Zeng and Niu [9] were able to determine the gender of a searcher simply by
analysing words on a page that is clicked on and topic classifiers used. Similarly,
Jones [14] was able to determine the age bracket of searchers based on queries used.
Webber and Castello [17] conducted an in-depth study to relate specific search
behaviours with demographic details. They found older and younger searchers use
different terms to arrive at the same result page. Searchers from higher income per-
capita brackets locate web site addresses using navigational queries. Demographic
information based on age and ethnic background also helped to effectively determine
the second query term for the purpose of query expression.

In summary, previous work focused on the differences amongst domain experts
and non-domain experts. However, little is known about the finer details of a search
session of a non-domain expert on an expert domain (i.e. medical domain). Nor is
there research to relate medical searching to demographic details. This deeper
understanding will allow medical search engines to categorize search behaviour of
searchers and provide relevant assistance during a search session. An interactive study
such as this provides initial understanding of search behaviour and eliminates issues
with noisy and data sparcity from search logs.

3 Research Methodology

We performed an exploratory survey on a convenient sample of 30 participants in a
university setting. In this paper, to qualify a participant as a non-medical professional
we ensured participants did not have any formal medical education. We utilized the
following data gathering techniques in our survey: pre-experiment interview,
simulated work task scenario, observation and post-experiment interview. Participants
were told that the entire search session had to be performed on Medline Plus. Medline
Plus was chosen as the domain of search as it currently only enables basic text
matching techniques and spelling correction. This domain enables us to obtain true
user interaction when searching for medical information without being affected by
additional information retrieval strategies.

The search was limited to Medline Plus as we did not want participants to perform
medical searching on non-medical domains which could interfere or influence data
gathered. There was no time limit for each search task and participants were told that
they may stop searching once they have found satisfactory results or were not able to
locate satisfactory results (user perceived satisfaction). Each participant was given an
instruction letter to explain their involvement in the experiment. None of the
participants had prior search experience on Medline Plus. Hence, we gave them some
time to familiarize themselves with this medical domain.. Each participant had to
perform 3 searches using simulated work task scenarios. These scenarios were rotated
for each participant.



160 A. Inthiran, S.M. Alhashmi, and P.K. Ahmed

3.1  Pre-experiment Interview

The pre-experiment interview was used to obtain demographic details, information on
general search experience, medical knowledge and medical search experience. We
asked participants to self rate their medical knowledge using one of three options:
expert, average or poor.

3.2 Simulated Work Task

We developed 3 (Task A,B,C) simulated work task scenarios according to [2]. We
used simulated work task scenarios to study interactive search behavior as it not only
invokes a common information need amongst participants but also allows participants
to engage in the task. We developed clinical- based scenarios as this type of medical
search is typically performed by non-medical professionals. We provide the scenario
for Task A, B and C in Figures 1,2 and 3. Task A describes a common health
complain amongst young and old adults in a surveyed health clinic. Task B describes
a prevalent health condition surveyed at a public hospital and Task C describes a
condition experienced by one of out of 25 children between the ages of 6 months and
5 years. Each work task focuses on different medical topics to provide variety. Each
work task also invokes several search goals within a search session.

Simulated work task scenario: Today morning after getting out of bed
you noticed that you could not move your neck. You can’t move it left
or right. There is swelling on the left side of your neck. The swelling
seems to be near lymphatic nodes. You want to find out what is
wrong.

Indicative Request: Find for an instance, information to inform you of
your condition, what caused you to experience pain and what can be
done to relief you of this condition.

Fig. 1. Simulated Work Task A

Simulated work task scenario: Your colleague had just undergone a
health test and found out that his kidney is enlarged and there is a
stricture. A procedure called URS&RPG was performed. After this
procedure, he then experienced urine retention. He is in pain and has
been told that surgery is required. You are concerned for your
colleague and would like to use Medline Plus to provide him with
some information.

Indicative Request: Find for an instance, information about his
condition and determine if alternatives are available to treat his
condition or is surgery the only solution.

Fig. 2. Simulated Work Task B
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Simulated work task scenario: Yesterday at the mall you witnessed a
child about the age of five fitting/having seizure. The child’s parents
who were nearby were in a state of shock. On arriving home, you were
curious about the situation at the mall and would like to find out more
about the child’s condition. Use Medline Plus to help you find out
what could have been done to assist the child.

Indicative Request: Find for an instance, information to provide you
with some background about fits/seizures, why does it take place and
what first aid measures you could have taken to assist the child.

Fig. 3. Simulated Work Task C

3.3 Observation

We observed the following query activities: the number of queries issued, the type of
query issued (medical/non-medical), usage of query operators, ineffective queries
(queries which returned no search results), length of the query (number of terms) and
query re-issues (exact). We also observed the following search results evaluation
behavior: number of search results clicked, sub-links clicked and going beyond the
first page of results. We also kept track of unsuccessful search session (users ended
the search session without arriving at satisfactory results) and task completion time.
These observations were performed for each task.

3.4  Post- experiment Interview

The post experiment interview took place after participants completed each individual
search task. At this stage, we obtained feedback from the search session.

4 Demographic Details

There were 30 participants in our experiment. There were 16 female participants and
the rest were males. The average age of was 33.7 years (SD=9.6). The youngest
participant was 19 and the oldest was 57 years. Participants ranged from
undergraduate students from the business and information technology discipline
(13.3%) and post-graduate students from the information technology, business and
health sciences discipline (40%). Other participants include industry researchers,
university lecturers, managers, consultants and retirees with undergraduate or/and
post-graduate degrees in the following disciplines: Physics, Business, Health Science,
Information Technology, Bio-medical and Engineering. 30% of participants who were
working professionals had postgraduate education. Participants were of different
nationalities: 60% of participants were Malaysians, 6% were from the Middle East,
6% were Sri Lankans, and the remaining 28% were made up of Indonesians,
Burmese, Africans, Japanese, Indians and Bangladeshi.
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The average general search experience was 10.3 years (SD=3.5). The most
experienced searcher had been searching on the Internet for 16 years and the least
experienced searcher had been searching on the Internet for 2 years. 67% of
participants self rated their medical knowledge as average, 27% self-rated their
medical knowledge as poor and 6% self-rated their medical knowledge as expert.
Only 2 participants had never searched for medical information. The rest have
searched for medical information using general search engines or medical search
engines. 9 participants had searched for medical information using medical search
engines. The average search experience on a medical search engine was 6.2 years
(SD=3.5). The minimum and maximum time participants had searched on a medical
search engine was 2 and 12 years respectively. Other participants who had been
searching for medical information on general search engines had been doing so for an
average of 9.9 years (SD=3.5). The least experienced medical searcher on a general
search engine had been doing so for one year and the most experienced searcher had
been doing so for 10 years.

Participants from the health sciences and biomedical discipline performed medical
searches on an average of 3 hours per day. Typically they searched for research
articles and treatment options for clients. Other participants performed medical
searching as and when there was a need to do so. Typically, they searched for
information on diagnosis, medication options and general healthcare.

5 Results and Analysis

We provide an overview of results from 90 search sessions conducted by 30
participants using 3 simulated work task scenarios in Table 1. We analyze search
behavior based on querying behavior, search results evaluation behavior and querying
versus result browsing ratio. These search features were investigated as they represent
typical interactions during a search session.

5.1  Querying Behavior

In this section we analyze querying details in Table 1.

5.1.1 Medical Query

We qualify a query as a medical query if the query is found in the Medical Subject
Heading Database (MeSH )2 database and not used to describe our work task. We
provide samples of medical queries issued by participants: epilepsy, hydronephrosis,
retrograde pyelogram, ureteroscopy, tuberous sclerosis, polycystic kidney. Our
observation data show medical queries are only issued in the middle of a search
session. Participants who issued medical queries discovered the medical query as a
result of thorough browsing and evaluation of search results. This explains why a

2 http://www.nlm.nih.gov/mesh/MBrowser
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Table 1. Overall Search Session Details Based on 90 Search Sessions

163

Search Feature Value
Total Number of Queries 395
Query Details Natural Language 8.5%
Medical Query 10%
Keyword 47%
Structured 42.7%
Operators 0.8%
Re-Issue 2.5%
Query Without 13.6%
Clicks
Domain 14.5%
Information
Ineffective 7.6%
Mean Number of 4.0 [1.8]
Queries Per Search
Session [SD]
Mean Query 8.6 [4.9]
Length Per Search
Session [SD]
Total Search Time (Mean) [SD] 218 minutes (7.9) [4.8]
Total Search Results Clicked (Mean) 240 (4) [2.3]
[SD]
Search Results Sub-links Clicked 7.5%
Details 2" Page of 0.9%
Results Evaluated
Unsuccessful Search Sessions 6.5%

Note: A query may fall into more than one query detail category

medical query is only issued mid-way in a search session. Participants continued to
use the medical query as part of their query iteration process for subsequent queries.

Participants who issued medical queries all had experience searching for medical
information on medical domains (mean=6.2 SD=3.5) regardless of age and education
background. Participants who issued medical queries did so at least once while
searching on Task B and C. Other participants without medical search experience on
medical domains did arrive at result pages that contained medical queries but did not
‘discover’ the medical query in the results page. Participant’s prior search experience
on medical domains allowed for an active learning process to take place during the
search session. These participants had the ability to acquire and use ‘new’ knowledge
discovered during the search process. This factor led to the ability of expressing
medical queries within this group of participants. We note medical queries were not
issued for Task A.
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5.1.2 Natural Language

We define natural language queries as queries that form a complete English sentence.
We provide samples of natural language queries: what is a stricture, what are causes
of enlarged kidneys, what has to be done for a 5 year old with fits, what first aid
measure for children with seizure, what is the care for swelling of lymphatic nodes on
the left side of the neck, how to help a child with seizure. There were 10 natural
language queries observed in total.

Whenever a natural language query was issued, participants did not click on
returned search results. Instead, they continued to issue natural language queries or
immediately ended the search session. In search sessions where natural language
queries were issued, participants ended the search without arriving at satisfactory
search results.

In the 10 observations of natural language usage, 20% of these search session only
consisted of natural language queries. In the remaining 80% of search sessions
keyword based queries were issued first before natural language queries. Participants
who issued natural language queries were above the age of 50 years. There were 3
participants above the age of 50 and all three participants issued natural language
queries in all three work task at least once. These three participants had an average
general search experience of 9 years (SD=6.5). These participants have never
searched on a medical domain but have performed medical searching on general
search engines (mean= 2.6, SD= 2.0). The use of natural language queries is usually
related to novice Internet searches. Our results indicate an experienced searcher
searching on an unfamiliar domain could also demonstrate search behaviour akin to
novice Internet searchers. Domain specific search experience plays a more important
factor in influencing search behaviour.

The use of natural language queries in a search session had two implications.
Firstly, a search session is coming to an end and secondly a search session was going
to be unsuccessful.

5.1.3 Structured Queries

We define a structured query as a semi-complete English sentence. We provide some
examples of structured queries: precautionary measures for fitting, solutions to
enlarged kidney, alternatives to kidney surgery, cure for urine retention,
consequences for kidney enlarged, alternative for urine retention, pain kidney surgery
treatment, treatment for swelling neck, relief for stiff neck, medication for lymph
nodes, first aid for seizure for children. Participants who issued structured queries
were between the ages of 27 and 32 regardless of education background. Only three
participants out of 15 participants who fell within this age group did not issue
structured queries. Participants within this age range had an average general search
experience of 11 years (SD= 1.8) and medical search experience of 6.2 years
(SD=3.7).

Participants outside this age range did not issue structured queries but used
keyword queries instead. Participants within this age group did not only use structured
queries in their search session, but also issued keyword based queries (10%).
Structured queries appeared mid-way of a search session. Once a structured query is
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issued participants did not revert to using keyword based queries. Structured queries
were issued by participants within this age group for all three tasks.

5.1.4 Branching Away from Query Usage

Some participants branched out from using queries to use MedlinePlus built-in search
features such as Health Topics, Drugs and Supplements. After briefly using these
features, participants continued the search process by using the Search MedlinePlus
feature and did not continue to use these built-in features. Participants who used these
features were mapped into two categories. The first category was participants with
experience using medical search domains (mean=6.5 SD=0.7 ) and had health
sciences and bioinformatics background. The second category was participants who
have never searched for medical information. The post-experiment interview reveals
other participants were aware of this search feature but opted not to use them.
Participants with medical domain search experience and background in health
sciences and biomedical used the same search utilities as an in-experienced medical
searchers.

5.2  Search Results Evaluation Behaviour

In this section we analyze search results evaluation details in Table 1.

5.2.1 Preference for Non-text Based Search Results

Majority of participants favoured search results that contained only text information,
while 26.7% participants preferred search results with images, embedded video files
and interactive tutorials. In the post-experiment interview participants who had
selected search results with these multimedia elements made comments to say they
preferred such search results. Participants who favoured these results were between
the ages of 27 — 32 had post-graduate education or were pursuing post-graduate
education. Other participants outside this age group and education level did arrive at
the same page but favoured text-based results instead. Multimedia based pages were
not available for Task C hence, for this task participants within this age group and
education level favoured text results instead.

5.2.2 Interaction on Search Results Page

Half of participants used the Find on this page function (Ctrl-F) which is a default
function available on web-browsers. In all cases the searched item within the page
was domain information. We provide samples of items searched for : URS, kidney
stricture, fits, seizure, lymphatic nodes. This search behaviour was demonstrated for
70% of result pages that were clicked. Participants who demonstrated this behaviour
either had or were pursuing post-graduate degrees in Information Technology,
Biomedical or Health Sciences.

5.2.3 Medline Plus Features Used in Refining the Query

Among MedlinePlus features used to refine search results were: Refine by keyword,
Refine by topic and Refine by type. These features were made available after search
results were displayed. Participants used these features to further refine returned
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search results. This behaviour occurred in 30% of search sessions. Participants who
used these MedlinePlus features were either experienced medical searchers on
medical search domains (mean= 6.2 years SD=3.5) or were students or post-graduate
degree holders from the Information Technology field. The post-experiment interview
reveal other participants were aware of these features but opted not to use them.

5.3  Querying versus Results Browsing Behaviour

There were three patterns of querying to browsing ratios: high and equal querying to
browsing ratio, high querying and low browsing ratio and low and equal querying and
browsing ratio. Participants who had search experience using medical domains
(Mean=7.5 SD= 3.1) demonstrated high and similar ratios for querying and browsing
behaviour (87:97) Participants with more than 10 years of general search experience
(mean= 13.3 SD=1.8 ) demonstrated uneven and high querying ratios compared to
browsing ratios (16:5). Other participants who did not fit into these two categories
had relatively low and almost equal querying and browsing behaviour (4:5).

6 Discussion

Our study dwells into the finer details of search behavior of non-medical
professionals on a medical domain. We were able to identify non-homogenous search
patterns amongst non-medical professionals. Our results are not without limitation.
The use of operators, query re-issues, clicking on sub-links, going beyond the first
search result page were too few to analyze. Queries without clicks and ineffective
queries were related to resources available on Medline Plus thus not covered as part
of our study. We were not able to relate the number of queries issued, query length
and task completion time to a particular category of users. Neither were we able to
determine which category of user is prone to experience unsuccessful search sessions.
There were two patterns as to how search results are viewed. Half of participants
viewed results serially while the other half viewed results in parallel. In serial
browsing results are not re-visited and the search session stops as soon as a
satisfactory result is found or when participants decide to terminate the search. In
parallel browsing, pages are often re-visited and compared. We were not able to
classify this behavior to any particular category.

We considered all possible methods of classification based on: age, education level,
self-rated medical knowledge, general search experience, medical search experience,
nationality, gender and native language and only report classifications where participants
matched 100%. Hence, gender, nationality, native language, self-rated medical
knowledge did not affect a non-medical professional’s search behavior.

There were many interesting outcomes of this research study. We were able to
generally classify users into demographic groups based on search behavior. Medical
search engines could exploit these findings to enhance a user’s search session. We
suggest several personalization approaches based on our findings. The usage of a
medical query suggests users with above average medical knowledge and search
experience. Similarly this group of users could also be identified by the high querying
to browsing ratio. Search engines could return pages that require higher level
understanding to these users. Providing these users with medical query suggestions
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could minimize search time and effort required to locate and issue medical queries.
Participants between the ages of 27 — 32 issue structured queries and favor
multimedia based search results. Hence, once a structured query is identified search
engines should aim to provide multimedia based pages to these searchers. These
pages should appear at the top of a page with some information on the content of the
page.

The use of natural language queries should immediately signal the retrieval
strategy that the user is an inexperienced medical search and is having difficulty in the
search session. It is likely that the user is already dissatisfied and unhappy with the
session. To enhance the users experience we suggest that retrieval strategies exploit
the search strategies of participants from the Information Technology background or
had prior experience on medical search engines (branching away from query,
highlighting keywords in the results page, using query refining features). These
participants were able to utilize search features to achieve higher search efficacy in
comparison to other participants.

7 Future Work and Conclusion

We conducted an exploratory survey on medical information search behavior of non-
medical professionals.. Our study is not without limitation, our results is limited to the
population of study and does not necessarily represent medical search behavior of
non-medical professionals as a whole. In addition, results obtained are specific to the
domain where the search is performed.

For future work we intend to run the same study on a larger group to further
substantiate our findings. Similarly we would also like to study the search behavior of
medical professionals and medical students.

Acknowledgement. We thank participants of this survey.
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Abstract. An interesting aspect emerging in mobile information re-
trieval is related to the several contextual features that can be considered
as new dimensions in the relevance assessment process. In this paper, we
propose a multidimensional ranking model based on the three dimensions
of topic, interest, and location. The peculiarity of our multidimensional
ranking lies in a “prioritized combination” of the considered criteria,
using the “prioritized scoring” and “prioritized and” operators, which
allow flexible personalization of search results according to users’ prefer-
ences. In order to evaluate the effectiveness of our model, we propose a
simulation based evaluation framework that investigates the integration
of the contextual dimensions into the evaluation process. Extensive ex-
perimental results obtained by using our simulation framework show the
effectiveness of our multidimensional personalized ranking model.

Keywords: mobile IR, multidimensional personalization, contextual
criteria, prioritized aggregation, simulation-based evaluation.

1 Introduction

Every user has a distinct context and a specific background when searching for
information. The goal of contextual information retrieval (CIR) is to tailor search
results to a particular user according to his/her specific context and preferences
[1]. This implies the need to go beyond the topical relevance assessment to a
multi-dimensional relevance assessment, where the considered relevance dimen-
sions encompass besides the topical relevance, some contextual relevance [2].
We are specifically interested in the emerging mobile IR field, where mobile
users’ queries are known to be sensitive to several interdependent contextual
criteria (e.g., users’ interests, location, time) and where users can be differently
interested in each context criterion depending on their information needs [3]. For
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example, let us consider the query “cultural event.” Document relevancy of this
query may depend on a user’s implicit interest “jazz events” and location “in
Paris.”

Traditionally, IR algorithms have been evaluated primarily at a system level
with little reference to the user. This discrepancy has led to criticism of the
IR community for relying on relevance criteria that are solely objective, consid-
ering only the relationship between a retrieved document and the query with
respect to a topical perspective, rather than considering subjective dimensions
of relevance related to the person whose individual information needs led to the
query being conducted [2]. Several researchers [9JI0] have thus argued for the
multidimensional nature of the concept of relevance. Mizzaro [10], for example,
proposed a relevance model in which relevance is represented as a four dimen-
sional relationship between an information resource and a representation of the
user’s problem. A further judgment is made according to the topic, task, or con-
text, at a particular point in time. These dimensions pointed out by Mizzaro
were extended by Coppola et al. [I1] in an attempt to define the concept of
relevance in mobile IR settings. The authors argued for the necessity to move
the notion of relevance into the “real/physical world” so that it will be closer to
what users want and need.

Multidimensional personalization approaches that include aspects of the mo-
bile user’s contextual environment have then been proposed. For instance, au-
thors in [12/5] integrated users’ interests as a second criterion besides the topical
relevance, to personalize search results. Given the importance of location for
mobile users, other works have integrated the user’s location as a criterion to
select or to rank the retrieved search results according to their spatial distance
from the user’s location [I3/6/14]. Some works attempt to go besides the location
context, and also handle time context [I5/16] or social context [4[17]. The main
limitations of the aforementioned works is that these new personalization dimen-
sions are considered as filters or are combined in a linear model independently
of users’ preferences over the relevance dimensions. None of these works has at-
tempted to formulate a functional relationship between the combined criteria
and the user’s perception of relevance in a multi-criteria setting. An interesting
research direction related to personalized search is to make the user an actor in
determining such an aggregation model.

The contribution of this paper is twofold. First, we propose a multidimensional
ranking model based on the three dimensions of topic, interest, and location.
The multidimensional rank has the peculiarity of exploiting some “prioritized
aggregation operator” [7/8] allowing a flexible personalization of search results
according to users’ preferences. In this way, for a same query and a same user,
different document rankings can be computed based on the user’s preference
over the different relevance criteria. The proposed prioritization is modeled by
making the weights associated with a criterion dependent upon the satisfaction
of the higher-priority criteria. Hence, it is possible to take into account the
fact that the weight of a less important criterion should be proportional to the
satisfaction degree of more important criteria. This combination has the merit
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of being user-dependent, by allowing the user to express his/her preference order
on the considered criteria. To illustrate this, let us come back to our introductory
example query “cultural event,” depending on user’s preferences, we can imagine
a scenario in which the user, who does not want to move, will favor document
about any cultural event in “Paris,” independently of being a “jazz event,” and
dismiss documents about “jazz events” that are outside “Paris.” In another
scenario, the user may favor documents about his/her interest in “jazz events”
although the event location is different from “Paris.”

Second, in the absence of a standard evaluation collection suited to evaluate an
IR system which is user-dependent, we propose to build a simulated user-centered
evaluation framework in order to test the effects of the prioritized aggregation
operators on the final system performance in comparison with a standard linear
combination approach.

The paper is organized as follows. Section 2 presents the prioritized multi-
criteria aggregation background. Section 3 presents our multidimensional rele-
vance ranking model. In section 4, we present our simulation-based framework
to evaluate our approach and discuss the obtained results. In the last section,
we conclude and outline future work.

2 Background: Prioritized Multi-criteria Aggregation

The problem of prioritized aggregation is typical in situations when one wants
to model a relationship between multiple criteria. In such a case, the lack of
satisfaction of a higher priority criterion cannot be compensated with the sat-
isfaction of a lower priority criterion. In this section we apply the approach
proposed in [7I8] for a priority-based aggregation of distinct relevance assess-
ments. In sect. [2.1] the problem representation is introduced as a multi-criteria
decision making problem where the possible alternatives are the documents in
the considered document collection. In sect. the priority-based aggregation
operators “prioritized scoring” and “prioritized and” are described.

2.1 Problem Representation

Let us consider a decision making setting in which we have the following com-
ponents:

— The set C of the considered criteria: C' = {C4,...,Cy}. In order to simplify
the notation, we denote by C; also the function evaluating the i*” criterion.
After the user preference reordering of the n considered criteria we denote
by C; the most preferred criterion, by C,, the least preferred criterion (i.e.,
the last in the user preference list), and we assume that C; is preferred to
C; if and only if 7 < j.

— The collection of documents D.

— The C;(d) satisfaction score (of document d with respect to relevance crite-
rion 7).
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— An aggregation function F' to calculate for each document d € D an overall
score RSV (d) = F(Cy(d),...,Cn(d)) on the basis of the evaluation scores
of the considered criteria.

For each criterion C; € C, an importance weight is computed in a way that is
both document and user-dependent. In fact, the weight computation depends
both on the preference order expressed by the user over the criteria, and also
on both the weight computed for criterion C;_1 (of greater priority with respect
to C;), and the satisfaction degree of the document with respect to C;_;. In
other words, for a considered document d, for each criterion C; an importance
weight A; € [0, 1] is computed, which varies in accordance with the considered
documents. The weights associated with the ordered criteria (criteria are ordered
by users on the basis of their preferences), are computed as follows:

— For each document d, the weight of the most important criterion C is set
to 1 (i.e., by definition we have: Vd A\ = 1).
— The weights of the other criteria C; for i € [2,n] are calculated as follows:

)\i = )\i—l : Ci_l(d) (1)

where C;_1(d) is the degree of satisfaction of criterion C;_; by document d,
and \;_ is the importance weight of criterion C;_1.

What is changing in this aggregation model is the way in which function F is
defined, as is explained in the next section.

2.2 Prioritized Aggregation Operators

In this section we present two alternative formalizations of the proposed priori-
tized aggregation operator F': “prioritized scoring” and “prioritized and.”

— Prioritized “Scoring” (Fs). This operator allows to calculate the overall
score value from several criteria evaluations, where the weight of each crite-
rion depends both on the weights and on the satisfaction degrees of the most
important criteria. The higher the satisfaction degree of a more important
criterion, the more the satisfaction degree of a less important criterion in-
fluences the overall score. It is defined by: Fy : [0,1]™ — [0,n] which is such
that, for a given document d,

Fy(Ci(d), .., Cu(d)) =Y X - Ci(d) (2)

where all the C; represent the considered relevance dimensions.

— Prioritized “And” (F,). The peculiarity of such an operator, which also
distinguishes it from the traditional “min” operator, is that the extent to
which the least satisfied criterion is considered depends on its importance
for the user. If it is not important at all, its satisfaction degree should not
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be considered, while if it is the most important criterion for the user, only
its satisfaction degree is considered. This way, if we consider a document
d for which the least satisfied criterion C}, is also the least important one,
the overall satisfaction degree will be greater than Cy(d); it will not be
Cy as it would be the case with the traditional “and” operator, since the
less important is the criterion, the lesser its chances to represent the overall
satisfaction degree. The aggregation operator Fy, is defined by: F, : [0,1]"

[0, 1] which is such that, for all document d,

Fo(Ci(d), ..., Cn(d)) = min ({C( 1) 3)

i1€[1,n]

3 Multidimensional Personalization of Mobile IR

In this paper, we apply the proposed prioritized relevance model as a ranking
model within personalized IR in a mobile environment. Our personalization ap-
proach is multidimensional, considering within this context the set of three main
relevance criteria: C' = {topic, interest,location}. The final ranking of a docu-
ment d, given a query @, a user’s interest I and a location L will be represented
by his overall score RSV (d) defined by:

RSV (d) = F(topic(d, Q), interest(d, I),location(d, L))

where topic(d, Q) (respectively interest(d, I), location(d, L)) is the function eval-
uating the topic (respectively interest, location) criterion, and F is the priori-
tized aggregation operator. In this section we present a description and a formal
definition for each of these criteria and their associated relevance functions.

3.1 Topic

The “Topic” criterion refers to the standard topical relevance computed by IR
systems. The topical relevance is generally measured with an IR model. One of
the prominent models is the probabilistic model [I8] with the BM25 weighting
scheme as a ranking function. For this reason, we adopt this model although
topical relevance could be also computed based on alternative models. BM25
is a bag-of-words retrieval function that ranks a set of documents based on
the query terms occurring in each document. More precisely, given a query @)
containing keywords t1, ..., %,, the topic relevance score of a document d is:

ftid) - (kr +1)

f(tlvd)+k1 (]_—b+b af(‘;zldl

topic (d,Q) = Z IDF (t ) (4)

where f(t;,d) is the frequency of term ¢; in the document d, |d| is the number of
words occurring in document d, and avgdl is the average document length in the
text collection from which documents are retrieved. k1 and b are free parameters
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usually chosen such that k1 = 2.0 and b = 0.75. IDF'(t;) is the inverse document
frequency of the query term ¢;, usually computed as:

N — n(ti) + 0.5

IDF(t;) = log n(ts) + 0.5
i .

()
where N is the total number of documents in the collection, and n(t;) is the
number of documents containing ;.

3.2 Interest

The “Interest” criterion measures how strongly a retrieved document is similar
to the user’s interest. Users’ interests are known to be the most important con-
textual factor that can be used to personalize web search in an ad hoc retrieval
task [19]. The Interest criterion is measurable when the system makes use of a
user profile. In this paper, we use the semantic user profile model proposed in
our previous work [20], where user’s interests are represented as a list of weighted
concepts from the ODHI. Each concept ¢; in the ODP is represented by a term
vector cj extracted from the web pages classified under that concept, as well as
of its sub-concepts. Each term’s weight w; in a concept c_; is computed using
tf x idf weighting scheme. In order to compute the interest score of a docu-
ment d according to the user profile I, document d is represented by a vector of
weighted terms. The interest relevance function of the document d is computed
according to a term-based similarity measure, namely the cosine similarity mea-
sure between the document d and the top k ranked concepts of the user profile
I as follows: N

interest (d,I) = Z sw (cj) X cos (d, c?) (6)

c; €EINFE[LK]

where sw (¢;) is the similarity weight of the concept ¢; in the user profile I.

3.3 Location

In this paper, we recognize the importance of location information in mobile
search (more than 31% according to a recent study [2I]), and propose to in-
corporate the user’s location in addition to user’s interest in the personalized
search. Dealing with geographical information needs and localizing search re-
sults is a known problem within the field of geographical IR [22]. Of the various
geographical ranking functions defined in the literature, we adapted the geo-
graphical weighting function presented in [23], as a geographical relevance score
of a document. Given a geographic hierarchy GH, a geographical place L of a
user query, and a document d, the location relevance function is given by:

location (d, L) = f(L) + Z f(Li) (7
Lieoffspring(L)

where f(L) refers to the number of occurrences of location L in d and the
offspring locations L; of the given location L are identified from GH.

! Open Directory Project (ODP): http://www.dmoz.org/
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4 Experimental Evaluation

In the absence of a standard evaluation collection suited to evaluate an IR system
which is user-dependent, we propose an evaluation protocol that integrates the
user context in the evaluation by means of simulation. Our experimental setup
is in line with simulation-based evaluation [24]. The objective of our experimen-
tal evaluation is twofold: 1) to study the effectiveness of the combination of the
multi-relevance criteria in comparison with the traditional topical relevance as-
sessment standard, and 2) to compare the effect of the prioritized aggregation
operators in the retrieval performance in comparison with the linear combina-
tion schemes. In the following, we first present our experimental settings then
we discuss the obtained results.

4.1 Experimental Settings

For experimental purposes, we use a branching part of the ODP Ontology con-
sisting of the set of web pages classified under the US region. The ODP is the
most widely distributed data base of web content classified by humans. These
web pages are in fact classified under concepts but also under geographical places
allowing us to study all our criteria topicality, interest and location. We crawled
171,541 web pages that we divided into two sets: a test set (T) representing 2/3
of the crawled web pages, and a profile set (P) composed of the remaining web
pages. The documents were randomly assigned to one of the two subsets.

Document collection. The (T) set is used as the document collection for
search, it is indexed using the Terriefd search engine [25], and is used as the
search collection. For all these documents, we kept track of which concepts and
locations these documents were originally classified under. This information is
exploited as an evidence source in the relevance judgment as described below.

Users’ interests. We simulated 30 users profiles. For simplicity, we assigned
one interest to each user (k = 1 and sw(c;) = 1 in formula 5). To simulate users’
interests we randomly selected 30 concepts from the ODP. More specifically, each
interest is represented as a concept from the ODP using the set of documents
from (P) classified under this concept as described in sect.

Users’ locations. Users’ locations are chosen from the US cities. We suppose
a different location for each user. They are simply added to the users’ queries.

Users’ Queries. To simulate search, we designed a set of 6 queries for each
user profile. They are constructed using different strategies. As a result, a query
may be formulated in each one of the following ways:

1. A set of terms describing a particular information need about the concept.
2. The most frequent term in the concept.
3. The two most frequent terms in the concept.

2 http://terrier.org/
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Table 1. An example of queries constructed according to each strategy

Strategy Query terms
1 “ book room spa wifi San Francisco”
“hotel San Francisco”
“hotel service San Francisco”
“hotel service chain San Francisco”

“location reserve resort San Francisco”

Ut W N

“park activity San Francisco”

4. The three most frequent terms in the concept.

5. Two or more overlapping terms within highest weighting 10 terms among
different concepts.

6. An information need expressed using terms from another concept (different
from the current considered one).

Our goal behind these strategies was twofold: (1) since the queries of mobile users
tend to be short and ambiguous [26], we wanted to cover such queries, and (2) to
cover at the same time situations in which the user formulates queries in line with
his/her interest, but also queries formulated on new interests (not yet present in
his/her profile). We finally obtained a set of 180 queries (30 x 6). Table [l gives
an example of queries constructed according to each strategy. Queries 1 to 5 are
constructed on the concept “Hotels and Motels” and query 6 is on an another
concept “Parks.”

FEvaluation scenarios and relevance judgment assignment. The impor-
tance order (=) of a user on the three relevance criteria (topic, interest, and
location) allows us to define six possible evaluation scenarios:

— TIL: Topical>Interest>Location.
— TLI: Topical>Location>Interest.
ITL: Interest>Topical>Location.
ILT: Interest>Location>Topical.
— LTI: Location>Topical>Interest.
LIT: Location> Interest>Topical.

Each pair (query, document) returned in the result list was judged according to
each one of these evaluation scenarios. Relevance judgments were made auto-
matically by exploiting the locations and concepts from which the documents
were originally classified in the ontology. Relevance assignment of each individual
criterion was done like this:

— If a document was classified under the query concept, it was judged topically
relevant to the query.

— If a document was classified under a concept which corresponds to the current
user’s interest, it was judged relevant to the user’s profile.

— If a document was classified under the user’s location, it was judged relevant
to the user’s location.
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Algorithm 1. Assigning relevance judgment depending on the ordered criteria sat-
isfaction degree

if the document does not satisfy the first order criterion then
- the document is not relevant.
else
if the document does not satisfy the second order criterion then
- the document is partially relevant.
else
if the document does not satisfy the third order criterion then
- the document is relevant.
else
- the document is very relevant.
end if
end if
end if

The final relevance judgment of a document is made by combining its individual
relevances using a four-level relevance scale. It is done according to Algorithm 1
depending on the ordered criteria satisfaction degree.

Evaluation metrics. To estimate the quality of the produced ranks, three
measures are used. The MAP, the nDCG at n and the Precision at n, which
are usually used to represent the system performance. We computed them with
standard trec evald program. The computed values were averaged over all the
evaluated queries results and/or over the different evaluation scenarios.

4.2 Results and Discussions

Effectiveness of the Combination of the Multi-Relevance Criteria. In
this first series of experiments we performed for each query a standard baseline
search using a topical based relevance system Terrier [25]; we then computed an
interest score and a location score, for all the documents in the collection like de-
scribed in sect. respectively in sect. In order to combine these scores, we
computed a normalization of these individual scores. We then performed a com-
bination relevance scheme using standard operators min, average and weighted
average (denoted w-average) where we assigned weights for the criteria in accor-
dance with their importance order in the evaluated scenario. We have carried out
experiments with the aforementioned evaluation scenarios. Figure 1(a) and 1(b)
show the results performance, measured using Precision respectively nDCG at
different cut-off points, averaged over all the evaluation scenarios. Results show
that in general, the combination of relevance criteria outperforms the topical
relevance assessment standard, with the weighted average combination achiev-
ing best performance in terms of nDCG and Precision at different cut-off points.
This confirms the effectiveness of the multi-relevance based model.

Effectiveness of the Prioritized Aggregation Operators. In this second
series of experiments we combined the multi-relevance criteria using the priori-
tized aggregation operators. We then compared the obtained result ranks with

3 http://trec.nist.gov/trec eval/
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Fig. 1. Average Precision at n @ and nDCG at n @ comparison between the combi-
nation search using standard operators and the baseline search using a topical relevance
ranking scheme, over all scenarios
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Fig. 2. Average Precision at n @ and nDCG at n @ comparison between the com-
bination search using prioritized operators and the combination search using standard
weighted average operator, over all scenarios

Table 2. MAP comparison between the Table 3. MAP comparison between the
scoring and the standard weighted average scoring and the standard weighted ranks

ranks for each evaluation scenario

Scenario W-average Scoring Improvement

for each query strategy

Strategy W-average Scoring Improvement

TIL 0.0419 0.0478 14.08%(*) 1 0.2915  0.3207 10.02%(*)
TLI 0.0316  0.0413 30.70%(*) 2 0.3033  0.3305 8.96%(*)
ITL 0.0378 0.1150 204.23%(*) 3 0.3113  0.3387 8.83%(*)
ILT 0.0265 0.1086 309.81%(*) 4 0.3152  0.3437 9.04%(*)
LTI 0.8255 0.8312 0.69%(*) 5 0.2822 0.3141 11.31%(*)
LIT 0.8315 0.8315 0.00%(-) 6 0.2912  0.3277 12.52%(*)

the rank of the standard weighted average as the baseline. Figure 2(a) and 2(b)
show results performance in terms of Precision respectively nDCG at different
cut-off points, averaged over all the evaluation scenarios. Results show that the
“prioritized scoring” operator outperforms its counterpart standard weighted av-
erage. However, the “prioritized and” operator degrades the results.

In order to evaluate significance of the “scoring” operator improvement, we
conducted a paired two-tailed t¢-test. Table 2] shows the performance results in
terms of MAP computed for each evaluation scenario. Results show that the
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improvement of the “scoring” operator comparatively to the baseline was found
to be statistically significant (noted * in the table) with p-values < 0.01 for
the majority of the scenarios. However improvements are different between the
tested scenarios. We notice that best improvements are obtained on scenarios
where user’s interest is the first order criterion. Little and no improvement was
noticed on the MAP of the two scenarios LTI respectively LIT where the location
criterion is the first order criterion. We notice also that the MAP of the two
scenarios LTT and LIT are somewhat better than the other scenarios. This is
likely due to the fact that the score of the location criterion is computed with
higher precision than the interest and the topical based scores.

Further, we analyzed the results performance for the different types of queries
issued from the different construction strategies. Table B shows comparison on
MAP results averaged over the six evaluation scenarios for each query construc-
tion strategy, obtained by the “scoring” and the weighted average ranks. Results
show that the “scoring operator” shows its superiority in all query construction
strategies, with a statistically significant improvement (noted * in the table)
with p-values < 0.01 over the standard weighted average operator.

5 Conclusion and Outlook

In this paper, we have proposed a multi-criteria relevance model for personalizing
mobile IR. The main contribution of this work concerns the adoption of a “pri-
oritized operators” for aggregating the considered relevance criteria. Thanks to
this aggregation scheme, it is possible to take the user’s preference order over the
criteria in the aggregated score of a document. Experimental results show that:
(1) the “prioritized scoring” aggregation scheme allows to improve the ranking
of the documents for the majority of the considered preference orders and all the
query strategies, and (2) the “and operator” is not suited for the aggregation
of criteria within our retrieval mobile IR settings. In future work, we plan to
enhance our multidimensional model to include other contextual criteria and to
conduct experiments with real mobile users and queries.
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Abstract. This paper seeks to understand and describe web searching patterns
for Islamic and Qur’anic information, an area receiving little attention in past
research. A mixed-methods approach has been taken to data collection utilizing
both quantitative and qualitative techniques. Query logs collected in 2006 from
the Microsoft Live search engine were analysed for Islamic-related terms.
Characteristics such as query frequency, term frequency, query length, and
session length were derived from the data. To complement these quantitative
data, interview data were collected from 25 users who had experienced
searching for Islamic and/or Qur’anic materials on the web. The interviews
gave a deeper understanding of aspects of information seeking including search
processes, challenges and opinions on locating Islamic and Qur’anic
information on the web.

Keywords: user studies, interactive IR, information seeking, query log analysis,
Islamic and Qur’anic information.

1 Introduction

Increasingly the Internet is being used as a common means of transmitting
information of a religious nature. Hgjsgaard and Warburg (2005) reported that by the
year 2004, there were approximately 51 million religious websites on the Internet
disseminating information and communicating with their followers. A number of
further studies have looked at how religions use Internet technologies in
disseminating their beliefs (Helland, 2000; Dawson & Cowan, 2004; Karaflogka,
2006). Members of religious communities use the Internet to undertake activities,
such as listening to sermons, asking for advice, networking and even shopping for
religious merchandise (Helland, 2002; Foltz & Foltz, 2003; Campbell, 2005a; Cheong
et al., 2009).

An area of increasing interest in the field of information seeking is the study of the
relationship between religion and Internet use (Campbell, 2005b; Krueger, 2005).
Studies have found that an important component of online religious activities is
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searching for religious information (Casey, 2001; Larsen & Rainie, 2001; Ho et al.,
2008). A study in 2002 by the Pew & Internet American Life Project reported that
25% of Americans used search engines to search for religious information (Fox,
2002). In a more recent study, Hoover et al. (2004) found that 64% of 128 million
American online users had used the Internet for spiritual and religious purposes where
28% of the online users had searched for their own religion and 26% for religion of
others.

Dawson (2000) suggests that, in addition to analyses of online religious content, it
is important to investigate people’s search purposes and processes. This is supported
by Jansen et al. (2009) who claim that few studies have investigated how people
search specifically for religious-related information. Understanding the users of
search tools is important for the design of systems that help people with different
cultural and linguistic backgrounds to search for religious and culturally-related
information (Neelameghan & Raghavan, 2005). However, the studies mentioned
above do not focus on searching processes and issues specifically relating to
searching for religious information.

Therefore, given the growth of Islamic and Qur’anic content on the web, and the
paucity to date of user-oriented studies in this field, the study reported here aimed to
complement existing literature on religious searching by investigating search purposes
and processes specifically for relating to Islamic and Qur’anic information, and also
to better understand the nature of religious queries on the web.

Two different approaches have been used to collect data and inform the findings:
(1) a quantitative approach based on real user-system interactions from a large web
search engine; (2) a qualitative approach based on interviews with a purposive sample
of users selected to reflect the diversity of Islamic and Qur’anic information seekers
on the web. The findings provide a picture of what users are actually searching for on
the web and of their current experiences with web search.

The paper is structured as follows: Section 2 discusses previous work on analysing
patterns of web searching; Section 3 presents the methodology used to gather data
including both the datasets used in the log analysis study, and the interview data;
Section 4 discusses the results; and Section 5 concludes with a summary of the paper
and directions for future study in this area.

2 Related Work

2.1  Patterns of Web Searching

Studies of user searching patterns have a long history going way back to the late “70s
where one of the first researchers to investigate how people search was Bates (1979).
Her study looked at how people perform searches, and she proposed ways to
characterize the overall search process. After web search engines became available
and popular, many studies were conducted to understand how people perform
searches on the web. These include studies by Jansen et al. (1998), Silverstein et al.
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(1999), Spink et al. (2001) and Baeza-Yates et al. (2005), which explored how online
users conduct their searches, and proposed various search behavior models.

2.2 Islam and Web Searching

There have been a number of previous studies on information seeking and Islam. For
example, Bunt (2003) and Lawless (2004) found that there are various kinds of
information on Islam on the web, e.g. Qur’an translations, recitations, opinions,
sermons, fatwas and discussions. These are intended for different kinds of readers i.e.
Muslim or non-Muslim. There have also been studies investigating the presence of
Muslim and Islamic documents on the web and Muslim’s online activities in general
(Bunt, 2003, 2004; Adamu, 2002; Brouwer, 2004).

The number of Islamic and Qur’anic websites appearing online has shown to be
steadily increasing (Bunt, 2003). However, as Shoaib et al. (2009) mention in their
study, in the case of keyword searching for verses in the Qur’an, there are three basic
problems: (1) in most cases all the relevant verses are not retrieved; (2) the sequence
of retrieved verses does not appeal to the reader; and (3) some irrelevant verses are
also retrieved. Bagqai et al. (2009) believe that it “remains a challenge to reach out to
the learner and research community of the Qur’an, using the emerging technologies,
to help create better, user-centric means to facilitate the learning, exploration,
management and retrieval of Qur’anic knowledge resources”.

Overall, there have been very few studies undertaken from the perspective of end
user of their real experiences of retrieving information related to Islam and the
Qur’an. This is an area which the current study aimed to fill.

3 Methodology

To gather data for analysing patterns of web searching behaviour for Islam-related
information and Qur’anic materials on the web, a mixed methods approach was
adopted (Tashakkori & Teddlie, 2010). This entails the complementary use of both
quantitative and qualitative methods. The quantitative analysis (Section 3.1) was
based on queries from a large web search engine, and explored search terms. The
qualitative analysis (Section 3.2) was based on interviews with people who commonly
search for Islamic/Qur’anic information, and aimed to discover their preferences and
levels of success when searching for information online.

3.1  Query Logs

We used the Live Search query log released by Microsoft in 2006 which contains
12,251,068 queries originating from users located in the United States. The logs
contain data about each query: a unique identifier, the query string itself, timestamp,
the URLSs of clicked results and the click position of items selected by the user. From
all queries we extracted only those with Islamic-related terms as a part of the query
string. We used a list of terms gathered from a combination of the top 10 religious
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queries (Islamic-related) as suggested by Jansen et al. (2009) and terms compiled
from directories in the Islamic sections of Google, Yahoo! and DMOZ. We extracted
queries with any or a combination of the terms listed in Table 1. This also included
queries with possible spelling variations.

Table 1. Islamic-related terms used to identify queries from the query logs

Allah Figh Haram Madinah Muslim Religion Sufi
Agsa God Holy Makkah Prayer Salat Sunni
Daawah Hadith Islam Masjid Prophet School Tafsir
Eid Hajj Jihad Mosque Qur'an Shari'ah Umrah
Fatwa Halal Ka'aba Muhammad | Ramadan | Shiite Zakat

2,089 queries were found to contain at least one of the terms listed in Table 1. As
suggested by Jansen and Pooch (2001), query logs can be analysed at three levels: the
session, the query, and the term. At the session level we derived statistics on the
number of unique sessions and the average session length (the number of queries in
each session). At the query level we computed the number of queries submitted with
any combination of the terms listed in Table 1 above (query frequency). At the term
level we computed the total number of terms, unique terms, and the number of terms
per query (query length).

3.2 Interviews

In-depth, face-to-face interviews were conducted with 25 users who were willing to share
on their experience of searching for Qur’anic materials on the web. In accordance with
established qualitative research principles (Silverman, 2009) a purposive sampling
approach was used. Email invitations were sent to selected groups including Islamic
student groups, new (converted from other beliefs) Muslim societies, and cultural
societies from around the UK. Invitations were also broadcast to similar groups and
societies via Facebook, the online social network. A range of respondents were selected
for the interview based on a purposive sampling approach (Mason, 2002) in order to
reflect the diverse range of web-based Qur’anic information seekers.

We used open-ended questions to emphasize issues pertaining to the online users’
search processes and purposes, their perceived challenges, levels of relevance,
satisfaction and desired improvement. Transcriptions of the interviews were analysed
inductively to identify emergent themes (Boyatzis, 1998).

4 Results

4.1 Query Log Analysis

Of the 12.2 million queries from the Microsoft Live Search, 2089 (0.02%) contained
at least one of the Islamic-related terms listed in Table 1. There were 1220 unique
sessions.
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Next, we examined the number of queries in each unique session (session length)
where more than 65% of searchers for Islamic-related terms submitted only one query
per session. This is within range with the Jansen et al. (2009) study on the religious
and religious-related searches (between 61 to 76 percent) for one to two queries per
session. We recorded 12 queries as the largest number of queries submitted in a
session. The average number of queries per session was 1.72, which is lower than the
2.84 reported in the Jansen et al. (2000) study on general web search.

Next, we analysed the number of terms used in each query (query length) where
two-term queries were most frequent (26.47%). The maximum number of terms in a
query was 17. The average (mean) number of terms per query was 3.14 terms. This is
higher than that of the general web population which is 2.16 terms per query (Spink et
al., 2001).

Table 2. Searching trends for Islamic queries

All queries 12,251,068 (100%)
Queries with Islamic terms (query frequency) 2,089 (0.02%)
Unique sessions 1,220
Terms (total) 5,398 (100%)
Unique Terms 942 (17.5%)
Number of queries per session (session length)
1 query 795 (65.2%)
2 queries 211 (17.3%)
3 queries 111 (9.1%)
4+ queries 103 (8.4%)
mean (average) 1.72
median 1.00
mode 1.00
Number of terms per query (query length)
1 term 357 (17.1%)
2 terms 553 (26.5%)
3 terms 454 (21.7%)
4+ terms 725 (34.7%)
mean (average) 3.14
median 3.00

mode 2.00
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Table 3. Top 10 most frequent queries

Query Frequency %

islam 71 3.40
koran 36 1.72
muslim names 27 1.29
quran 20 0.96
99 names of allah 18 0.86
islamic prayers for repentence 16 0.77
islamic calligraphy 16 0.77
nation of islam 14 0.67
qur'an 13 0.62
islamic art 13 0.62

The queries issued by users was analysed and result are shown in Table 3 which
shows the top 10 most frequent queries. There are three spelling variations of Qur’an
(koran, quran and qur’an) which are listed in the top 10 queries frequently used by
the users. The combination of all three queries makes up 3.3% of all the Islamic
queries issued.

Query terms were also analysed to establish the most frequently occurring terms
across all queries. The top 10 most frequently occurring terms is shown in Table 4.

Table 4. Top 10 most frequently occuring terms (across all queries)

Term Frequency %

islam 608 11.26
islamic 380 7.04
muslim 351 6.50
mosque 93 1.72
muslims 82 1.52
koran 75 1.39
quran 72 1.33
allah 71 1.32
names 67 1.24
halal 54 1.00

From the list of terms in Table 4, combining the terms with similar concepts or
spelling variations into groups, the most common terms are muslim/muslims (8%)
and koran/quran (2.7%). This follows Islam/Islamic (18.3%) which is the most
popular query topic. The distribution of query terms generally follows a Zipfian
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curve: relatively small set of terms are used frequently, whilst large set of terms are
used infrequently (Jansen et al., 2000). The 100 most frequently utilized terms were
found to account for 61.8% of the total number of terms, which is relatively higher
than the 18-22% for general web search reported in the study by Jansen et al. (2000).

4.2 Interview data analysis

Table 5 summarises characteristics (age, gender, occupation, country of origin,
ethnicity and religion) about the 25 interview participants.

Table 5. Profile of the interview sample

Age range 21 -61

Gender 13 Male, 12 Female

Occupation | Student (Undergraduates, Postgraduates) (11), Researchers (5), University
Professors/Lecturers (2), University Faith Advisors (2), Computer-related
Executives (2), Housewives (3)

Country of | Algeria (1), France (1), Germany (1), Indonesia (1), Jordan (1), Kashmir (1),
origin Kuwait (1), Malaysia (3), Morocco (1), Netherlands (1), Pakistan (3),
Philippines (1), Saudi Arabia (1), Sudan (1), Syria (1), United Kingdom (6)
Ethnicity Caucasian (7), Asian (11), Arab (5), African (2)

Religion Islam [born (18), convert (3)], Christianity (1), Atheist (1), Other (2)

Emergent themes

Almost all of the participants interviewed used the English version of Google in their
searches for Islamic and/or Qur’anic information, with the exception of one who used
the French version of Google. Most searched using English keywords, but there were
a number that searched in Arabic using Arabic characters, or Arabic keywords spelled
using Roman alphabets. Interviewees commented that searching in other languages,
such as French, Malay, German, Urdu, and Persian would retrieve fewer results
compared to English and Arabic. More than half of the participants believed that there
are not enough reliable websites in the language of their choice, and that this situation
needs to be improved. Many believe that a lot of good links and content are in Arabic
and therefore queries using non-Arabic languages would not be able to retrieve them
unless they had been translated. A couple of participants believed that with some
countries imposing filters on search engines, many good links from the Arabic and
Muslim countries are being filtered out, thus hiding ‘innocent’ good links.

Whilst Qur’anic verses, translations, explanations and recitations were the most
searched for items, almost all the Muslim participants reported that they would also
search for Hadith (sayings and teachings by the Prophet Muhammad) when searching
for Qur’anic information, since the Qur’an and Hadith are very closely related to each
other. Most of the explanations for verses in the Qur’an came from Hadith. However,
the construction of Hadith is different from that of the Qur’an. The Qur’an only has
one version with a standard structure (i.e. chapters and verses) whereas Hadith is a
collection of Prophet Muhammad’s sayings and teachings, and has been compiled by
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a number of people. The structure varies among the compilers. Therefore, searching
for Hadith is more difficult than searching for Qur’anic information, especially for
those with little knowledge of Hadith. Searching for Hadith in non-Arabic language is
even more problematic. This was also seen as one of the most important aspects of
Qur’anic searching that needs to be improved. As one of the Muslim participants said,
“As the Qur’an verses have Hadith connected to them, not getting the related Hadith
means not getting the whole knowledge. Results should retrieve the related Hadith
and also the Asbab (occasions/circumstances of Qur’an revelation).” Other topics
being searched for are listed in Table 6.

Table 6. List of the most searched for topics by participants

Qur’an | translation, Tafsir (explanation), Ruqyah (verses to cure illness), motivational
verses, miracles of Qur’an, Asbab-ul-Qur’an (occasions/circumstances of Qur’an
revelation), history, learning the Qur’an, tajwid/tarteel (proper pronounciation
when reciting Qur’an) and how to read the Qur’an,

Hadith | Hadith & Sunnah (practice of Prophet Muhammad), translation, sanad (chain of
narration), matn (text of the Hadith), explanation

Other Fatwa (religious opinion issued by scholars concerning Islamic law) and rulings
Islamic | on current issues, Prophets, Seerah (historical biography of Prophets), Sahabah
topics (Prophet Muhammad’s Companions), Figh (jurisprudence, an expansion under
the Sharia law), talks, Islamic Finance, digitized Islamic books, masa’el (issues
and problems), women/feminism in Islam, about Islam, Shariah law, Naat

(poetry to praise Prophet Muhammad)

Among the reasons cited by the participants for why they used the web to search
for the topics listed in Table 6 (especially learned Muslims and those that already
have a large collection of physical copies of the books) included: speed and ease of
access to many versions of Tafsirs and Hadiths; access to more collections; and being
able to retrieve more and deeper explanations for Qur’anic verses. They also use
retrieved information to prepare for studies, assignments, exams or papers; for
teaching, talks and sermons; to gather scholars’ opinions as solutions to problems; for
work; out of self-interest or curiosity to learn more or to find the truth concerning
misconceptions; to help in reciting or memorizing the verses by listening to it online,
to copy the sounds of recitation for non-Arabic speakers; to see what incorrect
information about Islam has been put up on the Web and to correct the
misinformation; to acquire the full version of half-remembered knowledge; to
discuss/debate issues; and to copy verses into their own writings.

However, the main issue for Muslim participants, and also for a few non-Muslims,
was the reliability and credibility of Islamic and Qur’anic websites. This affected
their selection processes when viewing search results, where the brief descriptions
given with each result (snippet) did not help them verify the credibility of the link.
The only way was to click on each hit and to browse through the websites to see if it
was an authentic Islamic or Qur’anic website. This entailed a long, and sometimes
frustrating, process. Some would only look at websites that were recommended by
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scholars or friends. Most would regard links from universities, established institutions
or foundations, and URLs ending with .org as reliable, especially those that are
associated with famous scholars names in the particular field. Most of the Muslims
agreed that familiar information which corroborates their existing knowledge tended
to be considered relevant and correct. However, in some cases it was recognized that
in order to establish credibility one would need to read a number of different parts of
a website, or visit a website frequently in order to be able to assess its balance and
reliability.

In terms of the credibility of information, most of the Muslim participants would
cross-check retrieved Qur’anic verses or Hadith with the printed materials in their
collections, or verify them with a learned friend, an accessible scholar, or other
trusted Qur’anic/Hadith websites. However, some non-Muslims did admit that they
would not be able to differentiate between authentic Islamic or Qur’anic websites and
non-authentic ones. One of them even believed that there would not be any fake
Qur’anic information on the web as it would be such a waste of time for anyone to put
them there. A couple of Muslims said that they would be suspicious of contents
without the Arabic verses. Other issues and challenges mentioned by the participants
are listed in Table 7.

Table 7. A list of issues and challenges emerging from the interviews

Information overload Unavailable information

Misleading information Incorrect information

Disorganized information Too much sectarian information

Low volume of information Dissatisfaction with retrieved information

Among the many types of website mentioned and discussed by the participants,
Islamic forums are one that received mixed reviews. Although more than half thought
that the information from forums is not reliable since they tend to be more opinion-
based, a couple of Muslim participants thought that forums actually give better
information because it is common to find that answers in forums tend to be supported
with Qur’an or Hadith references, and sometimes by recommended links to further
information. In a way, forums can be a one-stop resource where one obtains answers
or solutions to problems, as well as recommendations to other links specific to set
topics.

Most participants who thought that this type of searching is different from general
searching, or searching for other topics, considered prior knowledge (of Islam or
Qur’an or Hadiths) and the ability to specify keywords accurately as helping to
retrieve more relevant results. However, query recommendation given by Google
during the query formulation process does not necessarily retrieve better or more
relevant results. Almost all of the Muslim participants expressed concern about those
with little or no prior knowledge retrieving non-authentic websites without realizing
it, and not knowing how to verify their contents. As one Muslim participant said,
“One also needs to have some prior knowledge. Those with little knowledge should
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ask around as to which ones are good sites, as they wouldn’t know how to
differentiate authentic from non-authentic sites.”

Participants made a number of suggestions for improvement. These include the
need for us to find ways where online users can collectively rate or recommend links
that are believed to be authentic with reliable contents or to find ways on how to push
good links up in the search result lists. Another suggestion was that there should be a
governing body to verify the authenticity of those Islamic and Qur’anic links.

We end this section with a quote from one of the participants which we think
summarizes the main finding of this study perfectly, “The issue here is evaluating
your results hits. How do you decide which one is reliable? ... It’s a problem for
everybody who is not Islamic to be able to find something that they are able to trust. 1
cannot see what I can trust.”

5 Conclusion

This study is the first to combine analysis of search engine query logs and user
interviews in order to understand how people search for Islamic and Qur’anic
information on the web. The study has revealed the frequency of Islamic and Qur’anic
related searches amongst 12.2 million searches by people using a large general web
search engine, and has identified the most frequently used queries and most frequently
occurring terms relating to these queries, as well as the spelling variations of Qur’an
being used in the queries. The study complements the quantitative study with
qualitative information gathered from interviews in order to illuminate the purposes
and thoughts of people searching for Islamic and Qur’anic related information on the
web.

From a diverse purposive sample, a number of key issues emerged as of concern to
users. These included: information relevance and credibility; retrieval of Hadith in
relation to the Qur’an; and the language of search queries in relation to the language
of the web content itself. It was also found through the interviews that all of the
Muslim participants only use the terms gur’an or quran in their queries for Qur’anic
information whereas other participants would also use the terms koran, kuran and
coran. For the Muslim participants, cross-checks between items retrieved from the
web and the printed materials (Qur’an, Hadith, Tafsir, etc.), or with learned persons,
are almost always needed to be done to avoid retrieving wrong information. However,
for the non-Muslim participants they put more trust in the results from web search
engines and therefore would not commonly cross-check the results.

In the future we plan to study particular groups of people interested in searching
for Islamic and Qur’anic related information and searchers from other parts of the
world, in order to discover if there are, for example, age-related or cultural differences
in searching or if there are any other differences in the searching behaviour and
activities amongst the groups. Also, further research is needed to discover whether
religious searching of this type differs significantly in any way compared to more
general searching. Such results might be able to inform both search engine designers
and the providers of religious materials on the web.
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Abstract. The increased availability of large amounts of data about
user search behaviour in search engines has triggered a lot of research in
recent years. This includes developing machine learning methods to build
knowledge structures that could be exploited for a number of tasks such
as query recommendation. Query flow graphs are a successful example of
these structures, they are generated from the sequence of queries typed
in by a user in a search session. In this paper we propose to modify the
query flow graph by incorporating clickthrough information from the
search logs. Click information provides evidence of the success or failure
of the search journey and therefore can be used to enrich the query flow
graph to make it more accurate and useful for query recommendation. We
propose a method of adjusting the weights on the edges of the query flow
graph by incorporating the number of clicked documents after submitting
a query.

We explore a number of weighting functions for the graph edges using
click information. Applying an automated evaluation framework to assess
query recommendations allows us to perform automatic and reproducible
evaluation experiments. We demonstrate how our modified query flow
graph outperforms the standard query flow graph. The experiments are
conducted on the search logs of an academic organisation’s search engine
and validated in a second experiment on the log files of another Web site.

Keywords: Search Log Analysis, Query Suggestions, Automatic
Evaluation.

1 Introduction

User interfaces of modern search engines have evolved rapidly in recent years.
Modern web search engines do not only return a list of documents as a response
to a user’s query but they also provide various interactive features that help
users in quickly finding what they are looking for or assist them in browsing the
information. Google, for example, provides a list of query suggestions while a
user is typing in her queries in the search box. Beyond Web search we also ob-
serve more interaction emerging as illustrated by the success of AquaBrowseIEl as

! http://serialssolutions.com/aquabrowser/
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a navigation tool in digital libraries. Such interfaces rely on a wealth of knowl-
edge that characterise the domain and specify relations between the different
concepts and entities. A number of approaches have been developed to extract
knowledge structures that could be exploited to enrich these interfaces. One
promising approach is to perform search log analysis which captures the com-
munity knowledge about the domain. Query flow graphs extracted from query
logs are an example of these approaches which have proven to be useful for
providing query recommendations.

In this study, we extend the query flow graph model which relies on query
flows as implicit source of feedback by incorporating the post-query user brows-
ing behaviour in the form of clicks. We explore various settings of this model
by running an automatic evaluation on actual search logs to understand the
impact of various interpretations of click information on the quality of query
recommendations.

The paper is structured as follows. We will give a short review of related
work in Section 2l Section [§] will describe how we extend the query flow graph
model by adding click information using query logs. The experimental setup is
explained in Section [l Results are presented and discussed in Section Bl We will
draw conclusions in Section [6] and outline future work in Section [7

2 Related Work

Query recommendations have become ubiquitous in modern search engines. This
is true for Web search engines but also for more specialised search engines.
The challenge is to identify the right suggestions for any given search request,
and this may depend on a number of factors such as the actual user who is
searching, the context, the time of the day etc. A promising route for deriving
query recommendations appears to be the exploitation of past interactions with
the search engines as recorded in the logs. Several approaches have been proposed
in the literature to provide query modification suggestions. Studies have shown
that users want to be assisted in this manner by proposing keywords [19], and
despite the risk of offering wrong suggestions they would prefer having them
rather than not [16].

With the increasing availability of search logs obtained from user interactions
with search engines, new methods have been developed for mining search logs to
capture “collective intelligence” for providing query suggestions as it has been
recognised that there is great potential in mining information from query log
files in order to improve a search engine [9/15].

Given the reluctance of users to provide explicit feedback on the usefulness of
results returned for a search query, the automatic extraction of implicit feedback
has become the centre of attention of much research. Clickthrough data is one
form of the implicit feedback left by users which can be used to learn the retrieval
ranking function [I0], [I1], [1I]. Queries and clicks can be interpreted as “soft
relevance judgements” [6] to find out what the user’s actual intention is and what
the user is really interested in. Query recommendations can then be derived, for
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example, by looking at the actual queries submitted and building query flow
graphs [], [B], query-click graphs [6], cover graphs [3] or association rules [§].
Jones et al. combined mining query logs with query similarity measures to derive
query modifications [12].

Mining post-query click behaviour has also been studied and applied in in-
formation retrieval tasks. For example, Cucerzan et. al. [7] used landing page
information to derive query suggestions. White et. al. [I8 mined user search
trails for search result ranking, where the presence of a page on a trail increases
its query relevance. Click graphs were used by White and Chandrasekar to derive
labels to shortcut search trails to help users reach target pages efficiently [17].

Given the successful application of both the query flow graph model as well as
post-query click information we explore the potential of extending the query flow
graph with click information for deriving query recommendation suggestions.

3 The Model

3.1 The Query Flow Graph

The query flow graph was introduced in Boldi et al. [4] and applied for query
recommendations.
The query flow graph Gy is a directed graph G,¢ = (V, E, w) where:

— V is a set of nodes containing all the distinct queries submitted to the search
engine and two special nodes s and t representing a start state and a termi-
nate state;

— E CV xV is the set of directed edges;

— w: E — (0..1] is a weighting function that assigns to every pair of queries
(¢,q") € E a weight w(q,q).

The graph can be built from the search logs by creating an edge between two
queries q, ¢’ if there is one session in the logs in which ¢ and ¢’ are consecutive.
A session is simply defined as a sequence of queries submitted by one particular
user within a specific time limit.

The weighting function of the edges w depends on the application. Boldi et al.
[4] developed a machine learning model that assigns to each edge on the graph
a probability that the queries on both ends of the edge are part of the same
chain. The chain is defined as a topically coherent sequence of queries of one
user. This probability is then used to eliminate less probable edges by specifying
some threshold. For the remaining edges the weight w(q, ¢’) is calculated as:

/ frea(q,q’)
w(q7 1 ) EreRq f?”eq(q, 7’) (1)
Where:

— freq(q,q’) is the number of the times the query ¢ is followed by the query
q.
— R, is the set of all reformulations of query ¢ in the logs.
Note that the weights are normalised so that the total weights of the outgoing
edges of any node is equal to 1.
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3.2 Enriching the Query Flow Graph

In this section we explain how we extend the query flow graph model with click
data. The intuition here is to use implicit feedback in the form of clickthrough
data left by users when they modify their queries which has been shown to be
powerful feedback, e.g. [6]. We consider the number of clicked documents by a
user after submitting a query as an indication of how useful the results are. This
is line with previous work on evaluating search engines with clickthrough data
[14].

Let ¢(q,q) = {¢0(q,4'),v1(q.4'), v2(q,¢), ..} be an array of the frequencies
of the reformulation (g, ¢’), where ¢i(q, ¢') is the number of the times the query
q is followed by the query ¢’ and the user has clicked & (and only k) documents
on the result list presented to the user after submitting query ¢’. We aggregate
over all users here.

We modify the weighting function in equation [l to incorporate the click in-
formation as follows

XiCipi(q,4')

Yrer, XiCi0i(q,m)

Where C is an array of co-efficient factors for each band of click counts.
Choosing different values for C; allows us to differentiate between queries that
resulted in more or fewer clicks. For example queries which result in a single
click might be interpreted as more important than the ones which resulted in no
clicks or more than one click as the single click may be an indication of quickly
finding the document that the user is looking for.

In our experiments we investigate how different values of the co-efficient
C; affect the quality of the query recommendations. Note that the weight-
ing function of the standard graph in Equation [ is the special case where

Co=Cr=0Cy=..=1.

w(g,q') = (2)

3.3 Query Recommendations

Query recommendation is the problem of finding for a given query ¢ relevant
query suggestions. If we want to recommend only a single query, then we try to
identify the “most important” query ¢’. The query flow graph can be used for
this purpose by ranking all the nodes in the graph according to some measure
which indicates how reachable they are from the given node (query). Boldi et
al. [] proposed to use graph random walks for this purpose and reported the
most promising results by using a measure which combines relative random walk
scores and absolute scores. This measure is

s (d) = Sq(q/)
=) ®)
where:

— s4(¢’) is the random walk score relative to ¢ i.e. the one computed with a
preference vector for query q.
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— r(¢’) is the absolute random walk score of ¢’ i.e. the one computed with a
uniform preference vector.

In our experiments, we adopted this measure for query recommendation and
used the random walk parameters reported by Boldi et al.

4 Experimental Setup

The aim of the experiments is to investigate whether the query flow graph can be

enhanced and how the performance of query recommendations can be affected by

different values of the coefficient factors of click counts presented in Equation 2l
The experiments conducted try to answer these questions:

1. Using search logs of a local search engine@, can we achieve better query
recommendations over the standard query flow graph by boosting certain
co-efficient factors of click counts and eliminating others?

2. Does the same observation hold true when we use the search of another
organisation?

In this section we first provide a description of the search logs used in these
experiments. Then we introduce our experimental design and illustrate the dif-
ferent models being tested.

4.1 Search Logs

The main search log data in our experiments are obtained from the search engine
of the Web sites of the University of Essex (UOE). In this search log we can
obtain the query that has been entered, a time stamp of the transaction and the
session identifier. In addition to that the clicked documents from the result lists
by users following each query can also be obtained. We used a period of 10 weeks
of logs between February and May 2011. During this period a total number of
142,231 queries were submitted to the search engine in 90,684 user sessions and
99,733 clicks on the results were logged. Figure [ illustrates a histogram of the
frequency of queries corresponding to the resulting number of clicks following
each query as recorded in the logs of that search engine.

To validate the findings of our experiments on those search logs we conducted
further experiments on search logs of another academic institution, the Open
University (OU), where the same sort of data can be obtained. Figure [2] shows
the corresponding histogram for the logs of the OU search engine using exactly
the same 10-week period. It has a similar shape with much higher values of
counts. In both histograms, for most cases the users either click on one result or
do not click at any.

2 Here we investigate a search engine of an academic organisation.
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4.2 Query Flow Graphs

To assess the quality of query recommendations that can be achieved using our
enriched query graph model we used an automatic evaluation approach based
on the search logs to compare the quality of recommendations for various com-
binations of co-efficient factors of click counts.

Based on the fact that less than 2% of all queries result in more than 2 clicks,
we simplified Equation 2] for the experiments as follows:

Co-¢0(q,q") + Crp1(q,4") + Cror(q,¢')

4
Yrer, XiCipi(q,r) @

w(q,q') =

where C}, is the co-efficient factor of all click counts which are larger than
1. i.e. no matter whether a query has resulted in 2 or more clicks on resulting
documents we treat all cases the same.

Table [ lists all the combinations we considered in running the automatic
evaluation framework.

We adopted the frequency weighting used by Boldi et al. [4] without incorpo-
rating the learning step as our goal is to show how we can enrich the query flow
graph with click data. The learning step can always be added to the enriched
version of the graph.

QF Gstandard is the standard query flow graph where no click information are
incorporated. QF G, zero is an enriched query flow graph where reformulations
which result with no clicks on the presented document list to the user are not
considered. Both QF Gpoost one and QF Gpoost one more are enriched graphs that
boost queries with a single click on the presented list. Q F'Gpenatise many Penalises
queries which attract 2 clicks or more.
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Table 1. Experimental Graphs

Co C1 Ck
QFGstandard 1.0 1.0 1.0
QFGhno zero 0.0 10 1.0

QFGboost one 1.0 2.0 1.0
QFGboost one more 1.0 3.0 1.0
QFGpenalise many 1.0 2.0 0.5

4.3 The Evaluation Framework

The automatic evaluation framework assesses the performance of query recom-
mender systems over time based on actual query logs by comparing suggestions
derived from a query recommender to query modifications actually observed in
the log files. The validity of the framework has been confirmed with a user study
[2].

The evaluation is performed on arbitrary intervals, e.g. on a weekly basis. For
all @ query modifications in a given week, we can calculate the system’s Mean
Reciprocal Rank (M RR) score as

Q
MRR, = (3 1)/Q (5)
i=1""
where 7; is the rank of the actual query modifications in the list of modifica-
tions recommended by the system. Note that in the special case where the actual
query modification is not included in the list of recommended modifications then
1/r is set to zero. The above evaluation process results in a score for each logged
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week. So overall, the process produces a series of scores for each query recom-
mendation system being evaluated. These scores allow the comparison between
different system. One query recommender system can therefore be considered
superior over another if a statistically significant improvement can be measured
over the given period.

In our experiments we start with an empty query flow graph and we go through
the search log data. At the end of each interval, we calculate the M RR score for
that interval by producing a ranked list of query suggestions using the process
described in Section B3] and then we use that interval data to update the graph
adding necessary edges and adjusting the weights.

Producing query suggestions from the graph is computationally expensive as it
requires performing a random walk on the nodes in the graph. Due to computing
limitations, when calculating the M RR score we consider only a sample of the
query modifications in the batch by taking every tenth query modification.

5 Results and Discussion

The automatic evaluation framework has been run on the various enriched query
flow graphs listed in Table Il We used the log files collected on the UOE search
engine for our first experiments. We ran the evaluation on the entire 10-week
period and used weekly batches to calculate the M RR scores for each graph.

Using the MRR scores, we can assess the graph performance over time in
generating query recommendations and compare the performance of different
graphs.

Table 2. Average Weekly M RR scores obtained for the query flow graphs in UOE
search logs. The graphs are ordered by their scores.

Graph Avg. Weekly Score
QFGboost one 0.0820
QFGboost one more 0.0817
QFGpenalise many 0.0812
QFGStandard 0.0789
QFGhno zero 0.0533

Table [2 presents the average weekly M RR scores obtained (ordered by aver-
age score). We observe that the enriched query flow graphs are outperforming
the standard query flow graph. Apart from QF G, .ero all enriched graphs are
producing higher average M RR scores. To perform a statistical analysis on the
differences between the enriched query flow graphs, in Table Bl we compare the
query flow graphs using the average percent increase of M RR scores and the p
value of a two-tailed t-test.

We observe that when boosting the co-efficient factor of single clicks,
statistically significant improvements are obtained. Both QFGpoost one and
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Table 3. Comparison of the query flow graphs (UOE search engine)

per. increase(%) paired t-test

QFGboost one VS. QFGstandard 2.3% < 0.05
QFGboost one more VS. QFGstandard 22% < 0.05
QFGboost one more VS. QFGboost one —01% 0.91
QFGpenalise many VS. QFGboost one '08% 0.16
QFGno zero V8. QFGstandard -61.2% < 0.01

QF Gpoost one more are significantly better than the standard query flow graph
QFGstandard- However no further improvement can be observed when we further
boost the co-efficient factor of single clicks. In fact QF Gpoost one more 1S slightly
worse than QF Gpoost one-

Comparing QF G penatise many t0 QF Gpoost one would inform us about the im-
pact of reducing the co-efficient factor of more than one click counts. The results
show that this does not have a positive impact on the quality of recommenda-
tions. QF Gpenatise many 15 wWorse than QF Gpoost one-

Only enriched graph QF G, ero failed to improve the M RR scores, and in
fact it was significantly worse than the standard graph with a high average per-
centage decrease. This appears to be counter-intuitive as we would assume that
queries resulting in no clicks are not good candidates for query recommendation
suggestions, and this finding warrants further analysis in future experiments.

In any case, this last finding suggests that completely eliminating reformula-
tions with no user clicks affects the query recommendation quality negatively.
Note that in QF Gpoost one and QF Groost one more We are considering these re-
formulations but we are also penalising them as they have a smaller co-efficient
factor.

To validate the findings we obtained the log files of another academic search
engine. To get a comparable number of interactions we decided to run this ex-
periment in daily batches over 10 days of the April 2011 logs, i.e. we now use
daily intervals to update the graph and calculate the M RR scores.

Table [ presents the results obtained in this experiment. The corresponding
t-test results can be found in Table [l

Table 4. Average Daily M RR scores obtained for the query flow graphs in OU search
logs. The graphs are ordered by their scores.

Graph Avg. Daily Score
QFGboost one 0.0488
QFGpenal'Lse many 0.0480
QFGboost one more 0.0478
QFGstandard 0.0476

QFGro zero 0.0425
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Table 5. Comparison of the query flow graphs (OU search engine).

per. increase(%) paired t-test

QFGboost one VS. QFGstandard 2.1% 0.15
QFGboost one more VS. QFGstandard 01% 0.88
QFGboost one more VS. QFGboost one ‘20% < 0.05
QFGpenalise many VS. QFGboost one '14% < 0.05
QFGno zero V8. QFGstandard -9.9% < 0.01

Despite some minor differences we can see the same pattern. The ordering
of the graphs according to their average M RR scores is similar. Only positions
2 and 3 (QF Groost one more ad QF Gpenaiise many) are swapped. The enriched
query flow graphs are outperforming the standard query flow graph but no sta-
tistical significant was observed this time.

Like before, reducing the co-efficient factor of many click counts did not have
a positive impact on this dataset either. In fact QF Gpenalise many 15 now signif-
icantly worse than QF Gpoost one- Again, we find that eliminating queries that
result in no clicks does not improve performance but instead results are signifi-
cantly worse.

6 Conclusions

Query flow graphs built from query logs are a common and efficient technique
to learn useful structures that can be utilised in query recommendation. We
presented a new approach for incorporating user post-query browsing behaviour
in the query flow graph. This is done by taking into account the number of
documents that have been clicked by the user after submitting a query.

In this paper we explored variations of interpreting the number of clicked
documents by conducting controlled, deterministic and fully reproducible exper-
iments. which are based on an automatic evaluation framework that uses real
world data to assess the performance of different models. Our experiments al-
lowed us to quantitatively answer our research question and to draw very useful
conclusions.

Boosting queries which result in a single document click has a positive impact
on query recommendation. A single click can be interpreted as quickly reaching
a landing page and rewarding these queries significantly improved the automatic
evaluation scores. This is line with previous findings on using landing pages to
generate query recommendations [7].

Eliminating queries which result in no clicks negatively impacted query rec-
ommendation. One possible explanation (but certainly only one single aspect)
could be that some users found what they are looking for in the result snip-
pets and as a result they would not continue clicking on the right document.
Therefore, the graph will miss those useful suggestions. Penalising these refor-
mulations without completely eliminating them though would have a positive
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effect as graphs QF Gpoost ones @F Groost one more have a smaller co-efficient fac-
tors for zero clicks.

We also show the observation made on one dataset was similar on a differ-
ent dataset. The performance of the experimented graphs was similar on both
datasets. However no statistical significance was observed for the enriched query
flow graph over the standard query flow graph on the OU search engine. This
may be due to the higher sparsity of the OU search engine logs.

7 Future Work

There is much room for future work. One area we will investigate is to automat-
ically optimise the parameters. An extension of that work will then also allow
us to look at building a machine learning model which can be trained on actual
search log data taking as features the post query browsing behaviour including
the click information to optimise the graph weighting function. Other browsing
behaviour features can be further explored.

The appeal of an automated evaluation framework is that we can re-run ex-
periments and explore a large search space without any user intervention. The
shortcoming is that any automated evaluation makes some simplifying assump-
tions, and end users will ultimately need to be involved to assess the real impact
of the query recommendation suggestions being employed. We see our evalua-
tion as a first step in assessing what methods are promising and select those
that promise the highest impact. We are about to incorporate a number of these
models in a live Web site where we interleave recommendations coming from
different models in the spirit of the active exploration approach presented by
Radlinksi et al. [13]
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Abstract. This paper presents a task-based user study carried out to
investigate how explicit roles assigned to group members affected col-
laborative information seeking behaviour during a travel planning task.
24 pairs participated our study where half of them were given a specific
instruction to divide the roles into a searcher and writer, while others
were given no such instruction. The evaluation looked at travel plans
generated, search interaction logs, task perceptions, and dialogues be-
tween members. The results suggest that explicit division of roles can
have significant effect son a group’s knowledge building during the col-
laborative search task. The paper also discusses experimental designs of
task-based collaborative search studies.

1 Introduction

Collaborative search can be seen as an activity where a group of people carry
out search for shared goals [3]. According to a survey [6], collaborative search is
often conducted in professional context such as academic literature survey, but
also in personal context such as travel planning. As people’s information seeking
tasks increases its complexity, they are more likely to pursue a collaboration
to complete the problems [I1]. However, collaborative search itself can be more
complex than single-person search which has been a main assumption made in
existing Information Retrieval (IR) research.

This paper presents a user study investigating effects of explicit roles on collab-
orative search. Taking a role is a typical and effective way to perform a complex
task [B]. Roles have an effect of labour division in group activities, clarifying
individual contributions to the goal, and increasing awareness during collabo-
ration [2], and thus, it is an important research agenda in collaborative search.
Algorithmic support for different roles has been suggested [I0], but behavioural
analysis of role-based collaborative information seeking has been limited. There-
fore, our main research question was to examine effects of explicit human roles
on collaborative search tasks.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 205-E19, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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We chose travel planning as our evaluation task for several reasons. First, it is
one of the most popular motivations for people to perform collaborative search
[6]. Second, finding travel information (e.g., transportations, accommodations,
visiting places) and organising them into a single plan is a fairly complex task.
Finally, travel planning is a fun and familiar task, and thus, we can expect a
high level of user commitment to the task which is an important element in
interactive IR studies. However, along the way of our investigation, it became
clear that we needed to develop a fair part of evaluation methodology for a task-
based evaluation of collaborative search. More specifically, we devised a set of
dependent variables for travel planning tasks. Therefore, this paper should also
be seen as a report of an exercise that considered various aspects of experiments
when travel planing was used as an evaluation task in collaborative search.

The rest of this paper is structured as follows. Section 2 describes the experi-
mental design we devised to examine effects of explicit roles. Section 3 presents
the results of our experiment. Finally, Section 4 discusses the implications of our
main findings to conclude the paper.

2 Experiment

This section presents the user study designed to examine effects of explicit roles
on collaborative search task.

2.1 Travel Planning Task

As discussed earlier, travel planning task is a frequent collaborative search task
with a high level of complexity and familiarity. A set of task conditions was
devised to ensure its complexity and to facilitate user engagement in the exper-
iment. One, a travel plan was for five to seven days where the main destinations
were abroad. Two, a pair had to agree on decisions made during the task. Three,
it was not allowed to take a package tour which covered most of the plan (but
a short guided tours were allowed). Four, the plan should have place names (to
visit, eat, or stay), transportation methods and their schedule and costs, and
any activities. Fifth, the upper limit of the travel cost was set to 5,000 USD
per person. We set a relatively high budget to encourage participant pairs to
consider a wide range of opportunities during the task.

Participants were given 90 minutes to complete the task. However, since task
completion time was not our main concern in this study, we gave extra time when
participant pairs asked. Some pairs asked for few minutes extra time to wrap
up the planning. No noticeable difference of average task completion time was
found between two conditions, which will be described in the following section.

2.2 Independent Variable

Our research question looks at the effect of explicit roles assigned to a group
member on their collaborative information seeking behaviour. Therefore, our
independent variable is the presence (or absence) of explicit instruction to divide
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the roles during the travel planning task. The instruction of role division was
given to participant pairs as a part of the description of travel planning task.
In our task, all members involved in travel planning. However, the instruction
explicitly asked a pair to take roles of a searcher and writer. The searcher role
operates a PC to gather information needed to make a travel plan, while the
writer role takes notes and write down travel information on a given sheet. This
role assignment has been shown to be effective in solving a complex task [5].
Other types of role models were left for future work. Participant pairs were
asked to decided the role in advance, but they were allowed to swap the role
anytime during the task. Another difference between the two conditions was the
number of PCs. Two laptops (one for each) were used by the pairs who were
given no specific role instruction, while only one laptop (for searcher) was used
by those who were given the explicit role instruction. This was to ensure that
assigned roles were taken place in the latter. 12 participant pairs were given the
task description with the explicit role division while the other 12 participant
pairs were given the task description without the explicit role division.

2.3 Dependent Variables

The effect of explicit roles on collaborative information seeking behaviour was
measured at different levels, which are described below.

Executability of travel plan. The first question raised in our experimental
design was “what was a good travel plan?”. This was not trivial to answer.
Existing work [7I9] which used travel planning as an evaluation task did not
either ask participants to make a travel plan or make careful consideration on a
performance of travel plan as dependent variables. There are some performance
measures of travel plans [§] in the context of workplace, and are not necessar-
ily applicable to our experimental design. After a series of discussion among
the authors, we decided to employ the concept of executability as a performance
measure of travel plans. The assumption here was that a good travel plan should
define necessary information to complete a trip. The necessary information in-
cludes the name of places to visit, accommodation to stay, restaurant to eat,
transfer methods (e.g., air plane, train, bus, taxi, walk), time of transportation
if used, and the cost. Although a real travel plan is likely to have uncertainty
in these aspects for a good reason, we defined that more travel information was
defined the better the plan was.

Search actions and subjective assessments The next two groups of
dependent variables were common to interactive IR studies. Search actions
include the number of queries submitted to search engines and other web
sites, number of web pages visited, and domains. These objective vari-
ables specifically looked at search efforts made by participants to com-
plete the task. Search behaviour which recorded by the QT-Honey system
(http://cres.jpn.org/7QT-Honey). QT-Honey is an extension of the Lemur
Query Log Toolbar (http://www.lemurproject.org/querylogtoolbar/)
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Table 1. Dialogue development scheme

Levels Travel Search
1: Experience I heard Carib irelands are great
2: Clarification Is Hawaii warm in the winter? What’s there in Germany?
3: Opinion We aren’t opera people, are we?  Should we find the way to get
there?
4: Formulation How can we get there, ..., it’s far I can’t find with “london train”!
away.

5: Suggestion Shall we do some sightseeing Why don’t we search for X bus Y
around here before taking the bus? because we don’t know the sched-
ule?

which works as a Firefox add-on to record action events detected on the web
browser. Subjective assessments, on the other hand, measures how participants
perceived various aspects of the travel planning tasks. This study asked many
questions but will report the perceptions about task completion, satisfaction,
and other general feedback on collaborative tasks.

Development of dialogues. The last category of dependent variables was a
level of dialogue development between team members. Our objectives of analysing
dialogue data were to gain insight into the verbal communication during the task.
While it has been suggested that investigating relevant information or knowl-
edge shared by team members is an important aspect of collaborative informa-
tion seeking and retrieval [3], little study has been carried out to examine the
verbal communication. In our study, participant pairs conversations were video-
recorded and the dialogue data were coded by a variant of a scheme proposed
by Chan, et al. [1I]. A brief description of the dialogue development levels are as
follows. Level 1 is an utterance regarding participant’s experience or its general-
isation. Level 2 is regarding clarification of term’s definition or its explanation.
Level 3 is regarding confirmation of a group member’s opinion or perspective.
Level 4 is regarding awareness and formulation of a problem to solve. Finally,
Level 5 is regarding presentation of an idea or suggestion about the problem
recognised during the task. A summary of the dialogue development model is
shown in Table [Il along with sample conversations. The scheme allowed us to
measure a level of dialogue development between team members. Due to lack of
resources, we were only able to code the first 10 minutes, middle 10 minutes, and
last 10 minutes of the task. The coding was performed by one of the authors,
and when necessarily, the authors jointly coded ambiguous cases.

2.4 Participants

Participants were recruited as a pair to ensure comfortable communication and
collaboration during the task. Recruitment was carried out by multiple channels
such as mailing lists, notice board, and word-of-month in our university. As a
result, 24 pairs (48 people) participated the experiment. The entry sheet estab-
lished that all participants were either undergraduate or postgraduate students
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in our university. Their academic majors ranged from Pure Science, Informatics,
to Social Science, Arts and Humanities. Of 24 pairs, 12 pairs (50%) had known
each other for over 3 years, 8 pairs (33%) for over 1.5 years, and 4 pairs (17%)
for less than 6 months. Participants had on average 7.5 years (SD: 2.3) of search
experience on the Web and frequent users of search engines. 11 pairs (46%) had
had a collaborative search task with the pair member at least once. In sum-
mary, our participants were frequent search engine users with various academic
background although they were all university students. All pairs had a friendly
relationship which helped to perform a collaborative task in the experiment.

2.5 Procedure

The whole session took approximately two hours per participated team. Par-
ticipants were rewarded with 10 USD per an hour of work. The procedure of
the user study was as follows. 1) Welcoming a pair and asked them to read
Information Sheet which described the aim of the experiment and participat-
ing conditions; 2) Asked the pair to sign Agreement Form; 3) Asked the pair
to fill Entry Questionnaire individually to collect demographic information and
search experience; 4) Asked the pair to read the task instruction (with/without
explicit role division) along with an example travel planning sheet; 5) Asked the
pair to perform the travel planning task for 90 minutes, writing their plan on
a blank sheet; 6) When the task completed, we asked the pair to fill in Task
Questionnaire individually to capture their subjective assessments on the task;
and finally, 7) Asked the pair to fill in Exit Questionnaire individually to capture
an overall feedback on collaboration and experiment. Pilot tests were carried out
with three pairs to verify and adjust the experimental conditions prior to the
final experiments whose results will be presented in the next section.

3 Results

This section presents the results of the experiments. We use the notation of ER
group to denote the pairs who were given an explicit role instruction while NR
group to denote those who were given no role instruction.

3.1 Travel Plans

The first investigation looked into the travel plans generated by participant pairs
as the outcome of the task. Since participants were asked to write a travel plan
in a free format, the generated schedule was first converted to a simple graph
model where a node represented a place and edge represented a path between
the places. The following analyses were based on the converted models.

The first analysis on the travel plans counted the number of places identified
in the sheet. The types of places counted were transportation stops (airports,
train stations, bus stops), accommodations, and places to sightsee. In addition,
participants sometimes formulated only a vague idea about the places to sightsee,
and wrote a description like “somewhere to go” tentatively. We counted these
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cases as undecided in the analysis. Finally, some pairs chose to take a local tour
as a part of plan. This was also included in the analysis. The average number of
places identified in the travel plans was 17.3 (Standard Deviation: 5.1) in the ER
group and 18.3 (SD: 7.2) in the NR group. The Mann-Whitney U test showed
that the difference was not significant (p < .862). Figure[llshows the distribution
of the places in the ER and NR groups. As can be seen, the EP group tended
to have a higher proportion of transportation stops and accommodation than
the NR group, while the NR group tended to have a higher proportion of places
to sightsee than the ER group. The NR group also tended to have a higher
proportion of undecided places than the ER group.

The next analysis looked at the travel methods participants planed to used for
moving between the places. We categorised the travel methods into six groups,
namely, walking, buses, trains, flights, taxies, and others. The average percentage
of the travel methods is shown in Figure 2l As can be seen, the most frequent
travel methods identified in the plans was flights in both groups. A relatively
large difference was observed in the use of buses, trains, and taxies. In particular,
the use of buses was very rare in the ER group, while the NR group had a similar
percentage of all travel methods except flights.

The last analysis on the travel plans investigated the amount of travel in-
formation written in the sheet. More specifically, we counted the number of
information about time (schedule) and costs of travel. In the ER group, 38.6%
(SD: 14.6) of travel information contained time data while it was 27.0% (SD:
14.3) in the NR group. 28.1% had cost data in the ER group while it was 20.7%
(SD: 15.5) in the NR group. Therefore, the ER group tended to have a higher
ratio of recording the time and cost information during the travel planning task.
The t test shows that the difference was not significant in both cases. The results
also suggest that both groups appeared to be more aware of recording the time
information than the cost information.

To summarise, this section looked at the travel plans generated by participant
pairs. Noticeable differences were observed in the types of places identified in the
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Table 2. Search Behaviour (N=12)

ER Group NR Group p-value
Result pages 54.9 (30.3) 86.0 (24.3) .011
Web pages 142.4 (39.1) 240.1 (100.7) .005
Input forms  11.8 (7.0) 22.3 (11.7) 014
URI domains  30.7 (8.7) 44.6 (9.1) .001

plans, their choices of travel methods, and records of travel information. However,
these differences were not statistically significant.

3.2 Search Behaviour

The second set of investigation looked at participant information searching be-
haviour during the travel planning task. To gain understanding of participant
pairs search behaviours, we analysed the number of search result pages viewed,
number of web pages browsed, number of domains (e.g., www.booking.com),
and number of input form pages submitted from QT-Honey logs. The results are
shown in Table 2l The numbers in the NR group are a union of both members
who had a PC each. As can be seen, the NR group had a greater level of search
activities than the ER group. The difference was found to be significant by the
t test in all aspects. However, as we observed earlier, these difference did not
seem to have a significant impact on travel plans.

3.3 Dialogue Development

As described in Section 2.3 our dialogue analysis was carried out at the first 10
minutes, middle 10 minutes, and last 10 minutes of the task.

First, we counted the number of utterances made by participants. The total
number of utterances in the ER group was on average 276.2 (SD: 52.2) while
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the NR group was 191.3 (SD: 64.0). The Mann-Whitney test showed that the
difference was significant (p < .004). This suggests that having an explicit role
can facilitate the communication in a group.

Next, we analysed the development of conversation using a variant of Chan’s
dialogue development scale [I]. We added Level 0 to Chen’s scale to annotate
the utterances which were judged to be clearly irrelevant to the task. The results
are shown in Figure Bl We can observe that the percentage of Level 1 and 5 in
the ER group was larger than the NR group while Level 2 and 3 of the NR
group were larger than the ER group. The Mann-Whitney tests showed that
the difference between the two groups were significant at Level 3 (p < .037) and
Level 5 (p < .015). This suggests that the conversations in the ER group tended
to develop further than the NR group. According to Chan’s scale, the NR group
tended to utter to confirm a partner’s opinions more frequently than the ER
group who, on the other hand, tended to utter to explain their opinions and
make suggestions based on an issue commonly recognised by the group.

We also analysed objectives of utterances from two perspectives: travel and
search. We observed, on average, 97.0% of utterances were about travel in the
ER group and 98.4% in the NR group. Therefore, most utterances were made
to discuss travel itself and only 1.6 to 3% were made to discuss specific search
issues. This was common to both groups and the difference was found to be
insignificant. This reinforces our intension of looking at collaborative search in
the context of work task. A large proportion of group’s communication concerned
with the goal of work task, and thus, they were likely to affect search behaviour
which played a significant role to complete the travel planning task.

To summarise, this section analysed the dialogue data to examine the effects of
explicit roles on travel planning tasks. The results suggest that explicit roles have
significant effect to facilitate the communication between members. It also suggests
that the dialogues in the ER group tended to be more advanced than the NR group.

3.4 User Perceptions

The last part of our investigation looked at participants’ perceptions on the task
they performed and collaboration in general.
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At the end of the task, we asked participants to indicate the degree of task
progress and level of satisfaction about the outcome of the task. We used a 5-
point Likert scale to capture participants’ perceptions. As for the task progress,
ER group had 3.6 (SD: 1.1) on average while NR had 3.3 (1.1). As for the
satisfaction, ER had 2.6 (SD: 1.1) while NR had 2.4 (1.1). Therefore, the ER
group appears to have a higher level of task completion and satisfaction when
compared to the NR group. However, the t tests show that the difference was
not significant.

In Exit Questionnaire, we asked a series of questions about the task and col-
laboration. One of the questions where we observed a noticeable difference was
about potential ideas to improve the collaborative task. In the NR group, 11
participants a need for more facilitated communication, 8 participants stated a
need for more efficient labour division, and 3 participants stated a need for a bet-
ter planning strategy. In the ER group, on the other hand, 6 participants stated
a need for a better planning strategy, 6 participants stated a need for a better
use of search engines, others mentioned different aspects of planning strategy.
This supports two aspects of our study. One was that the effect of independent
variable. There was some observations in the search logs which suggests that
there was some labour division strategy in the NR group. However, the feedback
from the NR group indicates that the labour division was not effectively exe-
cuted while no one mentioned about labour division in the ER group. Another
was the effect of explicit roles on the communication. In the dialogue analysis,
we observed that the ER group had more frequent and advanced communication
than the NR group. The most frequently mentioned feedback in the NR group
was about communication.

4 Conclusive Discussion

This paper presented a task-based user study to examine the effects of explicit
human roles on collaborative information seeking and retrieval. There are two
major contributions in this paper which are discussed below.

The first contribution of this paper was to gain insight into the effects of ex-
plicit roles given to group members on the performance of a collaborative search
task. There are multiple findings. First, explicit roles can facilitate the com-
munication between group members with advanced level of development. In our
results, the NR group had more conversations for confirming a partner’s opinions
while less for suggesting ideas. The resulted advanced communication appears to
enable the ER group to be more aware of the details of a given task. On the other
hand, we observed an effect of explicit roles to limit a range of opportunities that
can be found by the group. This might be an artifact of our experimental set
and other combinations of roles might remedy the effect. However, it is also clear
that there are many remaining questions that our study did not address. One
such aspect is the relationship between the shared knowledge (via dialogues)
and subsequent search strategies. We are currently performing further analysis
on the dialogue data along with search logs to address the problem.
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The second contribution of this paper was the research design for a task-
based evaluation of collaborative search. Travel planning has been known as one
of the most frequently performed collaborative search task [6]. In addition, as
we discussed in Section [l travel planning is an intellectually complex task, and
therefore, it is worth a careful consideration on research methodology. In this
paper, we proposed a set of dependent variables that can be used to measure
effects of independent variables in the context of travel planning tasks. Those
includes the properties of travel plans generated and dialogue analyses in addi-
tion to conventional searching behaviour and subjective task assessments. We
do not claim that this is a definitive set of dependent variables, but we consider
that it is significantly more holistic than existing work in this area. Collaborative
search is a complex research problem, and a task-based investigation is crucial to
understand underlying issues of the activity. We are interested in revising what
we deviced in this study, as well as, developing dependent variables for other
types of collaborative search tasks, as future work.
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Abstract. Most current search engines return a ranked list of results in response
to the user’s query. This simple approach may require the user to go through a
long list of results to find the documents related to his information need. A
common alternative is to cluster the search results and allow the user to browse
the clusters, but this also imposes two challenges: ‘how to define the clusters’
and ‘how to label the clusters in an informative way’. In this study, we propose
an approach which uses Wikipedia as the source of information to organize the
search results and addresses these two challenges. In response to a query, our
method extracts a hierarchy of categories from Wikipedia pages and trains
classifiers using web pages related to these categories. The search results are
organized in the extracted hierarchy using the learned classifiers. Experiment
results confirm the effectiveness of the proposed approach.

Keywords: Wikipedia, Classification, Search result Organization.

1 Introduction

With the current growth of the World Wide Web, it is now possible to access huge
amounts of data and information from different sources all over the world. Web
search engines aim to help users to find appropriate data for their information needs.
Most current search engines return a list of results in response to the user’s query.
Although this simple method is sufficient in many cases, it may be inefficient in
others, requiring the user to sift through a long list of results to reach the relevant
documents. This issue is especially annoying when the keywords that the user has
chosen as the query have other more popular senses. For example, suppose that a user
is using the query “Java” to get some information about Java Island. Since the
“programming language” sense of Java is much more popular, the user will have
difficulty finding results related to his information need.

There has been limited research on organizing search results and efficiently
presenting them to the user compared to the vast amount of work on ranking search
results. Most work on organizing search results is focused on clustering the results
and presenting them to the user in groups. Hearst [24] provided a clustering algorithm
as an alternative to simple ranked list. Sanderson [12] introduced a method to
automatically create a hierarchical organization of concepts. Although this work is
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not focused on organizing search results, it can be applied to such a problem as well.
Also [3, 4,5, 6, 11, 15, 18, 19, 20, 21 and 25] introduced new techniques to cluster
search results. There are also real-world clustering engines like Clusty' and Carrot®
that cluster search results before presenting them to the user. Although all these
approaches show some benefit of clustering search results, all these approaches are
faced with two challenges: 1) how to identify appropriate clusters and 2) how to label
the clusters properly.

To address these two challenges, in this paper we propose to use Wikipedia to
organize the search results. Specifically, our proposed method first identifies the
appropriate categories using Wikipedia. It then extracts a set of training documents
for each category and builds a soft classifier to classify the search results in the
categories. We also create a hierarchical structure, so if a user needs categories to be
more detailed, she can go through the hierarchical structure. Since the articles in
Wikipedia are written and edited manually, the extracted categories are expected to
better match the ideal partitioning of documents for the user.

Recently there has been a lot of research on using Wikipedia for different purposes.

[7, 8, 9 and 15] have used different features of Wikipedia for clustering and/or
cluster labeling, [2, 13, 10, 17, 22 and 23] have used Wikipedia for query processing
purposes and [1 and 16] have used Wikipedia for query expansion.

Although a lot of research has been conducted on Wikipedia for different purposes,
our perspective for using Wikipedia for hierarchical search result organization seems
to be new.

In our study, experiment results show that using Wikipedia, we can build a
hierarchical category structure that is more accurate than the structures constructed by
the clustering methods in most cases. Also we discovered that by using Wikipedia, we
can build appropriate training sets for the purpose of training the classifiers. Our
proposed method is shown to be especially successful for simple queries and one
word queries.

The rest of the paper is organized as follows: We describe some of Wikipedia’s
features and the details of our proposed method for organizing search results in
section 2, discuss the experiment results in section 3 and finally conclude in section 4.

2 Search Results Organization

Wikipedia is a free collaborative online multilingual encyclopedia. The basic unit of
Wikipedia is article. Each article is about a specific entity, a concept or an incident.
Usually important words in each article are linked to their corresponding pages. Each
article is divided into a number of sections, and a specific concept is discussed in each
section. Usually, these concepts have their own pages in Wikipedia and there is a link
to that article called Main Article. In some articles, there exists a link to a list of
related topics. Usually this list is organized well and can be very helpful for extracting
related categories. For example in the list of Iran related articles’, a number of articles

! http://clusty.com
? http://search.carrot2.org/stable/search
? http://en.wikipedia.org/wiki/List_of_Iran-related_topics
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about Iran are categorized into meaningful categories. Some of these categories are:
“Economy”, “Historical”, “Politics” and “Geographic”. Another type of Wikipedia
pages that we are interested in is Template pages. In template pages, like the list of
related topics, we can find articles related to a specific topic categorized into
meaningful categories. Each Wikipedia article is placed in one or more categories.
These categories have a hierarchical structure and each one contains a set of related
topics.

Search queries vary in semantics and user’s need. Similar to Xu [2] we define three
types of queries:

1.  Ambiguous queries (AQ)
2. Queries about a specific entity (EQ)
3. Broader queries (BQ).

By AQ we mean a type of query that contains exactly one term which has more than
one potential sense, e.g. “Java”. These queries may or may not be semantically
ambiguous. Usually there exists a disambiguation page for ambiguous terms. By EQ,
we mean a type of query that has specific meaning and covers a narrow topic, e.g.
“Persian history”. This kind of query should have an article in Wikipedia with the
exact title. We should note that this definition does not restrict the entity queries to
queries about entities; they could be queries about an entity, a concept, or an event.
By BQ we refer to the rest of query types. These queries are neither ambiguous nor
focused on a specific entity, and there exist no article in Wikipedia with the same title.
The difference between our definitions of query types and the definition propose by
Xu [2] is that we count the queries about specific subjects with no corresponding
Wikipedia pages as BQ. For example a query such as “Persia History” with no article
in Wikipedia is treated as BQ.
We organize the search results in five steps, as shown in Figure 1.

Original query
Original query results
Search engine Additional search results

et IR s ]
: A i
| . .
} /7 \ Additional training data :
1 T 1
! Z ~ Y

1- Findigg an 2- Extracting 3- Gathering 5- Gathering

appropriate categories training data 4- Classifying additional

> article in > from the | > and training a = search results — search results >
Query Wikipedia article classifier for categories

Fig. 1. Search result organization flow

In the first step we try to find a matching article in Wikipedia for the query. After
finding the matching article we extract categories from that article. The extraction
process is described in details in the following sections. In the third step, we gather
training data for each category and train a classifier for the categories. We also
expand the training set to obtain better results. The expansion process is described in
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2.2. In the fourth step we give the original query to a search engine and categorize
returned result into the extracted categories using the trained classifier. In order to
avoid sparse categories, in the fifth step, we expand the original query for each
category to provide additional search results. The result will be a hierarchy of
organized search results, with at least a minimum number of pages in each category.

2.1 Finding Wikipedia Page and Extracting Categories

Although the overall algorithm is the same for all types of queries, it differs in details
especially in finding a matching Wikipedia page and extracting categories. These
details are described in the following sub sections.

¢ Finding Wikipedia Page and Extracting Categories for Ambiguous Queries

For this type of query, it would be desirable to categorize the results in different
categories corresponding to different senses of the ambiguous term. This introduces
two challenges: how to find all the meanings of the term, and how to categorize
search results in the groups

As stated before, Wikipedia contains disambiguation pages that cover the possible
senses of a specific term. Even some people believe that Wikipedia is more suitable
than WordNet for disambiguation [14]. For example while WordNet contains three
different senses for the word “Java”, Wikipedia’s disambiguation page for this term
contains eight possible senses. Each section in a disambiguation page refers to a
specific sense of that word. Also each section contains a number of links to some
articles related to that sense. For Example in the disambiguation page for ‘Java’ the
title of the first section is “Animals” which contains links to articles with titles “Java
Pipistrelle”, “Java Shark”, “Java Sparrow” and “Java Chicken”. The title of each
section perfectly describes that sense and thus we propose to use the section’s titles as
the category names. For the query Java, the extracted groups from Wikipedia will be:
‘Java-Animals’, ‘Java-Literature’, ‘Java-Computer Science’, ‘Java-Consumables’,
‘Java-Entertainment’, ‘Java-Geography’, ‘Java-Plants’ and ‘Java-Transportations’. In
order to train a classifier corresponding to these categories we use existing links in
each section as training data set with the intuition that the links in each section are
pointing to related articles.

¢ Finding Wikipedia Page and Extracting Categories for Entity Queries

By EQ, we mean a type of query that has specific meaning and covers a narrow topic.
Also there should exist an article about these queries in Wikipedia. When the query
exactly matches the title of an article, the corresponding Wikipedia article can be
easily located. Similar to the case of ambiguous queries, we use section’s titles as
group names. Usually each section contains some subsections. We use these
subsections to create a hierarchical structure. To gather training data, we use links in
each sections or subsections. For example for query “Iran”, to gather training data
about the group “Iran-history”, we use links in history section of article with the title
of “Iran”. The links in each section are about a topic in that section and that topic
somehow relates to that section’s title, thus we expect to gather an appropriate dataset
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for training this way. Each section may contain a list of links, and the theme changes
smoothly in each section. Thus we use uniform sampling for link selection in each
section, both to avoid the large number of training articles, and to make sure that we
have articles related to all parts of the section in our training data.

¢ Finding Wikipedia Page and Extracting Categories for Broader Queries

Since for some queries the corresponding page cannot be found easily, we try to use
other features of Wikipedia for this purpose. Consider a query like “Iran energy”. To
find the appropriate categories, we consider each query term in turn and try to find the
appropriate page from the list of related topics to the term. In each list of related
topics, the topics are presented in a categorized manner. Each category is considered
as a group name and a classifier is trained for the categories using the linked pages for
training. We then classify the original query in the extracted categories. In the above
example and among the categories extracted from the list of related topics to “Iran”,
the query will fall in the “Economy” category. Now we create a new classifier whose
groups are the links in the selected category. We train this new classifier by content of
linked article. Also we gather our training data for each group by extracting texts from
a uniform sample of links in that article. In the above example, candidate groups are
“Airlines of Iran”, “Economy of Iran”, “Energy in Iran”, “Iranian cars” and etc. We
use existing text in each article as training data and classify the word “energy” using
that classifier. We select the top ranked article and consider that page as the target
Wikipedia page. Extracting the categories from this page is similar to the method
presented for EQ.

At the end of some articles there is a link to a template page related to that page. If
no article matches our need in related pages we can use these template pages just like
list of related topics to find the target page.

This algorithm only works if a corresponding page in Wikipedia exists whose
content is about the query or is similar to it. This method will not work for queries
with more than one ambiguous term. For example it will succeed for query “Iran
energy” but it will not find a matching page for “north Iran” or “Java Brand Iran” and
so it cannot organize results for these queries. Focusing on these kinds of queries is
postponed to our future works.

2.2  Expanding the Training Set and Gathering Search Results

Since in some articles there may not exist enough links for training the classifier, we
propose an expansion technique to expand our training set. To this end, we construct a
query for each category, which is an expansion of the original query biased toward the
category. We use popular information retrieval query expansion techniques for this
purpose. To expand the query for each category, we use the links in the corresponding
section. We gather linked documents as document set for query expansion, search the
query within this document set, and then we use top ranked results to expand the
query. We expand our query using lemur toolkit language modeling methods. We do
expansion three times with different expansion strategies and then fuse the expansion
results. To do so, we simply add the score of each term in all three result sets and
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select top five results as the biased query terms. We use these terms along the original
query as our new query and submit it to a search engine. We add top 10 returned
results’ content to our training set. Expanding the training set had a great influence on
the classification accuracy. In our experiments we noticed that even when there are
lots of links available in the original document, the expansion step makes the
classification more accurate.

Having a category structure and a training set makes it easy to categorize search
results. But what if after categorizing all results we end up with some empty
categories? For example when we searched “java” in Google, there were no result
related to the island of java in the first 5 pages. To avoid this situation we try to
change the query and collect a minimum number of results for our categories. To do
S0, we create a new query using our original query along with the category name and
use the returned results to fill empty categories. Despite changing the query usually
there exist some results that aren’t related to our target category. So we use a binary
classifier to determine if a returned result belongs to our target category or not. We
use a binary language model classifier for this purpose and train it with the collected
training data. After gathering all the results we simply re-rank the results so that user
can find high quality results at top.

3 Experiments and Results

Since Wikipedia’s articles are created by human, we expect that our results be more
accurate and suitable than any clustering algorithm. To illustrate, Figure 2 shows the
clustered result returned by carrot for the query “tiger” as of May 2011. As like many
other queries, the query, tiger has multiple meanings, we expect the organizing
engine, to cover all possible senses. But returned results by carrot do not do so.

(<] [Easy Search =l

100% & Web Bing | Y Yahoo
To0% ]
L =5 tiger

Folders | Ci

=
Tiger Pictures (10)
Panthera Tigris (3)
Tiger Facts (3]
Bengal Tiger ()
Siberian Tiger (5)
NG~ Goes this result fulfill your needs? [esi | o, Bt relevant | sl Tiger Conservation (6)
1 - Transport to Italy : We are the Italy transport experts ! | Tiger Definition (5)
feramapast 1o feafy . smmegion raig are tranepart sgiars ws shp 0 Raiy duy. trat Tiger News (6)
White Tigers (5]
. Wild Tigers (5)
<% more | show all

Search Results from YAHOO

Fig. 2. Our evaluation system (left) and carrot clustering engine (right)

Consider that we want some information about a company with the named “tiger”.
By current result of this clustering engine, it is difficult to find some pages related to
this information need.
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It will be easy to find the needed information with our proposed method.
Considering the query “tiger”, the Categories returned by our method is: “Zoology”,
“People”, “Places”, “Vehicles”, “Sports”, “Media and fiction”, “Game character”,
“Music”, “Business”, “Technology and mathematics”, “Other”.

Our method almost returns all possible meaning for that query. With these
categories, it will be easier to find some information about a company named “tiger”.

In order to do a more thorough evaluation of our system, we did a user study, and
evaluated our method based on participants’ judgments. A screenshot of the
evaluation system is shown on the left side of Figure 2

3.1 Experiment Settings

In our experiments we downloaded our needed page from Wikipedia website using
“htmlparser” library®, and created a Naive Bayes classifier using “lingpipe”
framework. Also we used KL-divergence method in lemur toolkit’ for expanding
query. All the coding was done with Java language. To obtain some search results for
training and testing purpose, we used “Yahoo BOSS™°. Yahoo boss is a free API that
allows developers to access yahoo search.

We evaluate our method from two aspects. 1) Provided categories suitability. 2)
Classification accuracy

We had 9 participants in our experiments from age 22 to 28. Four of them were
female and five were male. Three of them had BS degrees, two of them had MS
Degree and the remaining Four Person was MS student. Also one of them had BS in
Horticulture, one of them had MS in Food Science and another participant was MS
student of Tourism management. The remaining six participants had BS or were MS
students in computer related fields.

Each participant has tested the system with at least 5 queries with one term, 3
ambiguous Queries and 3 queries with more than one term. In First steps designed
software asked participants to provide a query term and a preferred category structure.
After that System shows retrieved categories and asks users to compare retrieved
categories with theirs and give our category a grade by selecting among these options:

1) Just like mine, or even Better

2) Good. But from different point of view
3) Not bad. But incomplete

4) Not relevant

Also we asked them if there exist a category that exactly matches their seeking
category. After that system shows them search results in a categorized view.

For Evaluating the classification and re-ranking performance, System asks
participants to judge top 10 results by answering a question about does this result
fulfill their information needs by selecting among following options: ‘Yes’, ‘No, But

* http://htmlparser.sourceforge.net/
> http://www.lemurproject.or
® http://developer.yahoo.com/search/boss/
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Relevant’, ‘No’. By first option they declare that the item is interesting and fulfills
their information needs. By selecting second option, user tell us that the result is
relevant to subject but it wasn’t exactly what they were looking, and by third option
they tell the system that the search result is not related to the subject.

After evaluating top 10 results we ask them 2 additional questions. First we ask
them to search the exact query in carrot (by selecting yahoo in carrot) and one system
or both as their preferred categories. Second question was that does our category give
them a hint to improve their query. They could answer this question by a simple
yes/no.

e Ambiguous queries

As it is shown in Figure3 in 70.4% of questions user answered that our categories are
similar or even better than their provided categories. 22.2% of answer was “good. But
from different point of view” and 7.4% answered that the categories are incomplete.

9

Some of these queries were: “jaguar”, “Tourist®,” mint” and etc.

Table 1. Ambiguous Query results

Choice Result

Our is better 70.3%

Cannot make decision 22.2%
Fig. 3. AQ category suitability Carrot is better 7.4%

In table 1 we show Participant preference between our category and carrot
categories. In answer to existence of users preferred category within the presented
categories, in 56% of queries the answer was “yes”. Also in question about does
system gave them a hint to improve their query the answers for 59% of queries were
“yes”. We also asked participant to judge top 10 results in their selected categories.
84% of these judged results were exactly what they were looking for. 9% of judged
results were categorized correctly but were not exactly what they were looking for.
And the remaining 7% was not relevant to the selected category.

e Entity Queries

Participants evaluated out method by answering the questions introduced in 4.1. As it
is shown in Figure3 in 75.6% of questions user answered that our categories is similar
to or even better than their provided categories. 11.1% of answer was “good. But from
different point of view” and 13.3% answered that the categories are incomplete. Some
of these queries were: “Dennis Ritchie”, “data mining”, “flowers”, “JavaScript”,
“tourism”, “data warehouse”, “Yoghurt” and etc.
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Table 2. Entity Queries results

J orna - Choice Result
) . Our is better 58%

Cannot make decision 20%
Fig. 4. EQ category suitability Carrot is better 22%

Table 2 shows Participant preference between our categories and carrot categories.
In answer to existence of users preferred category within the presented categories, in
73% of queries the answer was “yes”. Also in question about does system gave them
a hint to improve their query the answers for 78% of queries were “yes”. We also
asked participant to judge top 10 results in their selected categories. 90.1% of these
judged results were exactly what they were looking for. 6% of judged results were
categorized correctly but were not exactly what they were looking for. And the
remaining 0.9% was not relevant to the selected category.

e Broader Queries

In 44% of questions system wasn’t able to provide category structure for user queries.

The result below is about those 56% of queries which our system could find
category structure for them.

As Figure 4 shows in 73.3% of questions user answered that our categories is
similar to or even better than their provided categories. 20% of answer was “good.
But from different point of view” and in 6.7% they said that the results is not relevant
to their query. Some of these queries were: “Maldives music”, “fiber made of glass”,
“Revolution in Egypt”, “Middle east war” and etc.

Table 3. BQ results

Choice Result

Our is better 47%

Cannot make decision | 13%
Fig. 5. BQ category suitability Carrot is better 40%

In table 3 we show Participant preference between our category and carrot
categories. In answer to existence of users preferred category within the presented
categories, in 53% of queries the answer was “yes”. Also in question about does
system gave them a hint to improve their query the answers for 60% of queries were
“yes”. We also asked participant to judge top 10 results in their selected categories.
74% of these judged results were exactly what they were looking for. 18% of judged
results were categorized correctly but were not exactly what they were looking for.
And the remaining 8% was not relevant to the selected category.
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4 Conclusions and Future Works

In this paper, we proposed a search result organization method with dynamically
extracted categories for each query. Our algorithm uses Wikipedia for extracting
categories and gathering training data. By comparing our system’s result with
carrot’s, we noticed that when the query is simple, usually there is a well-formed and
complete article in Wikipedia that leads to better human defined categories which
covers the subject from different aspects. Carrot uses its own techniques to
automatically generate labels that does not cover all aspects of query and may not be
relevant to each other. But when the query becomes much more complex, the quality
of Wikipedia’s articles decreases and the article is no longer complete. This situation
makes users to prefer carrot over our system. It shows that our proposed method still
needs to be improved so that it could be able to handle more Complex Queries.

Our proposed algorithm is still a prototype and we are planning to do some
functional improvement in it. For example Wikipedia has lots of features that can help
us to improve our algorithm like Wikipedia redirections and Wikipedia’s category
structure. Another interesting feature of Wikipedia is “Main article”. Using this
feature will probably help constructing the hierarchy.
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Abstract. We propose an approach to adapt the existing item-based (movie-
based) collaborative filtering algorithm based on the timestamp of ratings to
recommend movies to users at opportune moments. Over the last few years,
researchers focused recommendation problems on rating scores mostly. They
analyzed users’ previous rating scores and predicted those unknown rating scores.
However, we found rating scores are not the only problem we have to concern
about. When to recommend movies to users is also important for a recommender
system since users’ shopping habits vary from person to person. To recommend
movies to users at opportune moments, we analyzed the rating distribution of each
movie by the timestamps and found a user tending to watch similar movies at
similar moments. Several experiments have been conducted on MovieLens Data
Sets'. The system is evaluated by different recommendation lists during a specific
period of time - ty.e» and the experimental results show the usefulness of our
system.

Keywords: Recommender Systems, Collaborative Filtering, Advertising.

1 Introduction

In film market analysis, we find rating scores are not the only problem we have to
solve. Fig. 1 is an example to illustrate our problem. One user is used to watching the
latest action movie in the first few weeks of the release date and giving it a high rating
score. Of course, a recommender system would give the latest action movie to the
user at start because of his previous high rating scores on action movies. Nevertheless,
after weeks, if the user still did not watch the movie, should we assume that the user
just missed the movie information and keep recommending the movie to the user? Or
should we assume that the user already knew the movie and did not like it and then
stop recommending the movie to the user?

People watch a movie for several reasons. If we group people by their reasons and
analyze their timestamps, we would find an interesting cascading process. First, film
critics would watch a movie at the release date. Then stars’ fans and people appealed

! http://www.cs.umn.edu/Research/GroupLens
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by the previews would watch it in the first few weeks. Next, people who accept
friends’ recommendation or positive feedback from the public would watch it.
Afterward people who enjoy watching movies at home can rent a DVD or watch it on
Cable TVs. In the previous example of the first paragraph, the user is one of the 2nd
group users of action movies. If the user does not watch the movie in the first few
weeks, we will assume that the user does not like the movie and then stop
recommending the movie to the user. In other words, if he liked the movie, he would
have already watched it. In our system, a user would be dropped from the
recommendation list of the new movie if he belongs to the early group but does not
watch in the early time.

Coincidentally, Diffusion of Innovations theory [3], one of the most frequently
cited books in Management Science®, demonstrated a similar idea. The theory divides
users of a product into 5 categories by their adoption time: Innovators, Early
Adopters, Early Majority, Late Majority and Laggards and the proportions of them
are 2.5%, 13.5%, 34%, 34% and 16%. It inspired researchers [8][14] to discover the
trust relationship between the innovators and followers wherein the innovators and
early adopters influence the community while the early majority, late majority and
laggards follow their lead.

However, what attracts our attention more is not only the trust relationship between
the innovators and followers. First, the theory infers that similar products have similar
innovators. Namely, similar products may have similar innovators and similar
followers. Second, users of a product are categorizable. That is, if the categorization is
good enough, partial users may represent the composition of whole users of a product.
Fig. 2 illustrates the main idea of this paper. Similar products may have similar users
in each corresponding category and vice versa.

In this paper, we propose a new approach rather than the trust network. We adapt
the existing item-based (movie-based) CF algorithm to demonstrate that people are
latent suggested to be users of the corresponding categories among similar movies.

most action movies

the user usually watches
the action movwvies in the
first few woaks

a new action movie

the user doesn't watch
the new action movie
in the first feyv weeks

1=

of course, Recommendll keep Recommending?

TIME

Fig. 1. Our problem

2 http://mansci.journal.informs.org/



228 C.-C. Su and P.-J. Cheng

Early Early MLme'l
Adopters Maijority ajonty
E L ards
Innovators 13.5% 34% 2A% a?g%
| - — —l —
= e - H__ s

ok?

simfils rq__-'sirni ar simjlar simflar
ok?
Early
Adopfers

E L. ardy
Inngators 13.5¢6 a%g%
0 e —

— T —

-
TIME™

Y

Fig. 2. The main idea

2 Related Work

Most existing works [1][4][12] on recommendation problems focus on the like /
dislike problem. A recommender system is measured by MAE and RMSE of its
predictions on the unknown rating scores so that it can recommend users’ likes
accurately. Other works focus on the purchase / not purchase problem by optimizing
some evaluation metrics such as Precision and Recall. [5] used the item-to-item
collaborative filtering algorithm, “customers who bought items in your shopping cart
also bought”, to improve Precision of a recommendation list. Our work focuses on the
purchase / not purchase problem and uses time factors to improve a recommendation
list. Due to the lack of real “purchase” logs, we consider each rating to be that the user
really purchases the item.

There were two related papers applying the Diffusion of Innovations theory on
solving recommendation problems recently. Both of them transfer the rating
information into graphical network. S. K. Tyler [14] modeled user adoption behaviors
by creating a total ordering. It showed that by using order sequences, a recommender
system could more accurately predict the category of a new product as well as predict
which users will follow. Noriaki Kawamae [8] proposed a recommendation algorithm
that focuses on the search time that, in the absence of any recommendation, each user
would need to find a desirable and novel item by himself. Following the hypothesis
that the degree of user’s surprise is proportional to the estimated search time, the
algorithm considers both innovators’ preferences and trends for identifying items with
long estimated search times. In our work, other than finding relationship between
users, we discover relationship between user groups. We take early users to be a
leader group. A leader group influences a follower group; similar leader groups may
have similar follower groups.
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3 Problem Specification

3.1 Motivation

People have their own shopping behaviors, so we mine the rules of their behaviors
and then apply the rules to a recommender system. Here we bring up 2 types of
shopping behaviors: favorite & habit.

For favorite, people give each movie a rating with a score to show their feelings of
it. A recommender system analyzes users’ previous ratings and predicts that one user
would have similar favorites to other users (User-Based CF Algorithm) or one user
would like other similar movies (Item-Based CF Algorithm). For Habit, people have
different attitudes toward new products: some people rush to the store whenever it has
new products, and some people would like to try after many people saying it is good.

Obviously, “Rating scores” should not be the only feature to classify users and
movies anymore because they do not explain the habits we defined here. A mature
recommender system should consider both ‘“Rating Scores” and “Rating
Timestamps.” Rating scores represent personal favorites, which most conventional
recommender systems addressed. Rating timestamps represent personal shopping
habits which we address in this work.

The following formula describes the function of our recommender system:
S (Mig Uig Topeciic) — Yes/No

1. Opportuneness during a specific period of time - tpecific= [tib,tub]
2. Recommend myg to ujq Or not during typecific
3. Evaluated by Precision

Other than conventional recommender systems which predict personal favorites:
f(mjqu;y) — Tating scores

1. Rating prediction
2. Recommend users’ likes
3. Evaluated by MAE & RMSE of rating scores

The Basic concept of our system is whether the user likes the movie or not, the
“purchase” does happen according to logs. Beyond the reasons of the purchase,
should we recommend movies to user all the time or recommend movies to user
during a specific period of time - tyisic? The application of our system is to reduce
the recommendation cost. Since every recommendation has an opportunity cost, so we
have to recommend at opportune moments.

3.2  Group Dependency

Here we divide users of each movie averagely into 10 groups (10% users for each
group), Gm_[ = {gl,gz,...,glo}, and the boundaries of G are

my
Tm,-d = {to% s E09% 2 E200% 3+ 2 E100% }, and use vectors composed of partial users of each

movie to compute the similarity. Fig. 3 illustrates how we divide users of each movie.
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In the following, we will choose a boundary f,,, € {th% sbaog s+ Loga } and analyze
the relation between the early part similarity - CosSimilarity(my, . 1,m;, . )

and the late part similarity - CosSimilarity(m }) of any two

%> ’100%]’ J(t s str00%
distinct movies in the observation dataset. We use a parenthesis instead of a bracket
because there is no user at toq so set a period of time which excludes the left boundary
and includes the right boundary.

For every movie m; # movie m;, we generate a <tuple> = <x,y> where x = the early
part similarity and y = the late part similarity. Then we plot these tuples on a scatter
graph to be Fig. 4 and found the group dependency between the early parts and late
parts of movies through the trend line. Fig. 4 is the summary of this section. Scatter
graphs with the boundaries from t;oq, to togq, show the robustness of our observation of
the group dependency. That is, the early part is positive related to the late part.

0% 10% 20% 30% 40% S0% 60% F0% 80% S0% 100%

[l
™

\
\\“
a1t oz2| g3| ga| a5 | g6 a7 as a9 \ﬁh

T t
0% Ti0%s 1t20% _130% 1403 150% 150% 170% ts0% 190% 1100%

mode median mean

Fig. 3. Divide users into 10 groups

Fig. 4. Scatter graphs with the boundaries from t;oq, to tege,
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3.3 Main Idea

Due to the group dependency, If m; (a new movie) and m; (an old movie) are highly
similar to each other, uiy who saw m; in (tyg,tio0%] should have higher priority to be
recommended to watch m; during (ty¢.t100%]- In other words, we prefer recommending
movies to users in the corresponding time - typecific-

Here we assume the late part of each movie is tyecific. In our experiments, each
leave-one-out new movie would have 3 recommendation lists during teecific:

1. Listour is composed of users of the late parts of similar movies.
2. Listcy is composed of all users of similar movies
3. Listcr is composed of users of the early parts of similar movies.

Of course, users who watched the new movie in the early time would be deleted from
the recommendation lists. We take Listcy to be the baseline for our experiments since
it is a conventional method and want to verify “Is the performance Listoygr > Listcy >
LiStCT?”

MovieB(old){database)

two movies are similar Early Late

Listcv

Lister Listour
r

MovieA(new )(leave-one-out
Recommend A to ...

time past

. |
0% % 1100%

Fig. 5. Recommendation lists: Listoyg, Listcy and Lister

4 Methodology

4.1 The Proposed Approach

Given a movie and a period of time o, the system will generate an opportune
recommendation list. The t,i0q decides the boundary t,g and tgecifc Where tyq, should
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be early than ty,. After knowing the boundary t4, the system will compute the
similarity between movies by the early parts and select Top-K (Given K=47) similar
movies to generate the recommendation list by the late parts. The ground truth is
composed of users of the late part of the leave-one-out new movie. Afterward, the
recommendation list is evaluated by the evaluation metrics and reported the
experimental results.

|MovieLens Data Sets|

|a leave-one- out movie |<—| Movie Database |—>| rest movies |
v
| Challenge - Determine Boundary t,., of Early & Late |
4 ) 4
| select Top-K (Given K=47) similar movies |
) 4 ) 4
| Ground Truth | | Recommendation Lists: Listgur, Listcy, Lister |
4 ) 4
| 5.2 Evaluation Metric |
) 4

5.3 Experimental Result

Fig. 6. Our system architecture

4.2  Theory-Based Boundary (t; 59, tige, tsoos tsio)

The inspiration of the theory-based boundary is from Diffusion of Innovations theory
[3]. It divides users of a product into 5 categories: Innovators, Early Adopters, Early
Majority, Late Majority and Laggards and the proportions of them are 2.5%, 13.5%,
34%, 34% and 16% and provides four tentative boundaries: tyse, tige, tsos and tgye
where the accumulated user amount reaches 2.5%, 16%, 50% and 84% respectively.

4.3  Global Optimal Boundary

The global optimal boundary is a heuristic boundary. We test all possible boundaries
from t,q, to togq, With a fixed interval — 2%. There are two problems have to be solved
in this experiment. On the one hand, we want to get an optimal boundary for this
movie database. So once the accumulated user amount of the new movie reaches x%,
we can make an optimal recommendation list. Of course, t,q, is the earlier the better.
On the other hand, we want to know whether the more information of the early part -
(to%»tx%], the better Precision we can get on predicting the late part - (tyg,t100%]-

44  Local Optimal Boundary

This section, we use a dynamic boundary other than a fixed one. Fig. 7 illustrates the
idea of this section. First, we use a fixed boundary — tsoq on the leave-one-out new
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movie i and then use a dynamic boundary — t,¢, (adjusting from t,q, to toge, with a fixed
interval — 2%) on the rest old movies j in the database to maximize the
sim m (00 o150 (o x50 5

The idea ofp the f cal optimal boundary is that not all movies are ideal distributed.
Here we divide users of each movie into two groups — the leader group and the
follower group. The boundary of two groups is t.4, and the principle is that similar
leader groups affects similar follower groups to purchase the item. Finally, we merge
users of the follower groups to be Listoyg.

e

Maximize the Sim(m(tys, tsge], Mty tell)

\
t50% —
lnndA A A_Ln_ﬂ ian mean

oLD1 i merge users to be Listy,p
Y
v moqQe ll\l.‘d.iml I aan
(o] T -
\_\\— L
v [ —
mode avie i o me an
oLD3 T~~~
A

mode median mean

Fig. 7. Local Optimal Boundary
5 Experiment

5.1 Dataset

We use 1-million MovieLens Data Sets for our experiments. Since we try all the
boundaries between t,q, to togq, in 4.3 and 4.4, the minimal rating amount is necessarily
required for each interval. We filter out all movies with ratings less than 100, so every
movie in the filtered dataset has at least one user in its 1% interval. Table 1 is the
information of the filtered dataset.

5.2 Evaluation Metric

In our experiments, we use Precision and Recall to evaluate the three recommendation
lists. A perfect precision score of 1.0 means every user in the recommendation list can
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Table 1. The filter 1-million MovieLens Data Sets
1-million Filtered 1-million
MovielLens Data Sets Movielens Data Sets
DEMOGRAPHIC UserID::Gender:: Age::Occupation::Zip-code
gg%\c/gg%léi MovielD::Title(IMDB) (with year)::Genres
RATING SCALE 5-star scale (whole-star ratings only)
TIME Unix Timestamp(s)
# of ratings 1,000,209 942,225
Movies 3706 2019
Movie(MAX ratings) 3428 3428
Movie(min ratings) 1 100
Users 6040 6040
User(MAX ratings) 2314 (UserID:4169) 1568 (UserID:4169)
User(min ratings) 20 12

be found in the ground truth. A perfect recall score of 1.0 means every user in the
ground truth can be found in the recommendation list. We will analyze Precision and
Recall of the top 1, 5 and 20 users in the recommendation lists of each movie.

5.3  Experimental Result

In the following experiments, we assume that we are at the time tsq of each leave-
one-out new movie - My, SO our recommender system only knows the rating
information in Myew0%,:50%].

Table 2. The theory-based boundary

Theory-based 2509 tic% ts09 tgag
Boundary |Precision|Recall [Precision|Recall |Precision|Recall [Precision| Recall
TOP1 0.8694 |0.0038| 0.9142 |0.0061| 0.8893 |0.0095| 0.7469 |0.0177
TOPS 0.7801 |0.0154| 0.8567 |0.0216| 0.8312 |0.0345| 0.6457 |0.0685
TOP20 0.6896 |0.0504| 0.7723 |0.0688| 0.7385 |0.1072| 0.5064 |0.1947

From the results, we can see the Precision is maximized with the boundary tyy¢,, hence we
would choose the boundary tyo¢ to be a heuristic boundary in this movie database. Of
course, the boundary is necessary before the boundary tsoq, (we are at the time tsyq),
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Fig. 8. The global optimal boundary
Table 3. The local optimal boundary
Global: t5yq Local Optimal
Precision Recall Precision Recall
TOP1 0.8893 0.0095 0.8921 0.0095
TOP5 0.8312 0.0345 0.8421 0.0351
TOP20 0.7385 0.1072 0.7486 0.1092
Table 4. The three recommendation lists under the global optimal boundary t,gq,
LiStOUR LiStCV LiStCT
Global: Lox
Precision | Recall |Precision | Recall | Precision| Recall
TOP1 0.9194 0.0064 0.9169 0.0066 0.0998 0.0004
TOPS 0.8636 0.0231 0.8536 0.023 0.07 0.0014
TOP20 0.775 0.0729 0.7594 0.0712 0.0542 0.0044
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so the boundary tyo is proper. Finally, we check out the experiment results of the
three recommendation lists in Table 4.

In Table 4, we can see Listgyg has better results than Listcy, and the difference
does pass the t-test with p-value<0.01. Moreover, Listoyr obviously outperforms
Listcr, and the results show how importance to recommend at opportune moments.

Furthermore, on answering the second problem mentioned in 4.3, “the more
information of the early part, the better Precision we can get on predicting the late
part,” we check Fig. 8 and find the P@1 is maximized at tyy¢. So if we are at the time
before the boundary t,q, we had better use all information we know because the P@1
is increasing before the boundary tyoq. Then again if we are at the time after the
boundary tyyq, We had better to choose boundary tyoq for our recommender system
because the P@1 is decreasing after the boundary ty.

6 Discussion

Most people are curious about the user amount of our work. How do we know the
user amount so to know the boundary t,s,? Actually, it is not a big problem. On the
one hand, you can use some prediction theories such as Bass Diffusion Model to
predict the user amount. On the other hand, here we also propose a solution by the
local optimal boundary which is mentioned in 4.4. The concept of the local optimal
boundary is to divide all users of a product into two groups — the leader group and the
follower group by a dynamic boundary. That is, if the leader groups are similar, the
follower group may be similar too. In other words, the local optimal boundary doesn’t
really use a fixed boundary so it does not need to know the user amount. Table 5 is
the results of the different boundary cases of the leave-one-out new movies solved by
the local optimal boundary. The results look good at any time.

Table 5. The solution by the local optimal boundary

by Local Optimal
trs9 ts09% 5%
Boundary
Precision LiStOUR LiStCV LiStOUR LiStCV LiStOUR LiStCV
TOP1 0.9194 | 0.9155 | 0.8921 | 0.8751 | 0.8307 | 0.7413
TOPS 0.8662 | 0.8551 | 0.8421 | 0.7971 | 0.7476 | 0.6365
TOP20 0.7813 | 0.7584 | 0.7486 | 0.6763 | 0.6260 | 0.5034

7 Conclusion

In the paper, we propose an approach to adapt the existing item-based (movie-based)
collaborative filtering algorithm based on the timestamp of ratings to recommend
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movies to users at opportune moments. We first present the observation and bring up
the main idea of our system architecture. The experimental results show the
performance of our system is very promising on MovieLens Data Sets.

More than increasing the precision, another feasible application is to decrease the
computational cost. Researchers have been working on the problem of a small group
of users to represent whole users, and our method may work well on this problem.
That is, if the boundary t,¢, is well-chosen, users of the early part of a product may
represent whole users of the product.

In the future, to add one more boundary is a good further development in our
system. Add one more boundary to reduce the ty..is range and then make the
recommendation list more accurate. However, a system with two boundaries is more
complex than it with only one boundary. For example, the definition of the best case
and the similarity functions of different combinations of the vectors become more
complicated. We hope we can find out the solution in the near future.
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Abstract. Twitter is a microblogging service where worldwide users
publish their feelings. However, sentiment analysis for Twitter messages
(tweets) is regarded as a challenging problem because tweets are short
and informal. In this paper, we focus on this problem by the analysis
of emotion tokens, including emotion symbols (e.g. emoticons), irregular
forms of words and combined punctuations. According to our observa-
tion on five million tweets, these emotion tokens are commonly used (0.47
emotion tokens per tweet). They directly express one’s emotion regard-
less of his language; hence become a useful signal for sentiment analysis
on multilingual tweets. Firstly, emotion tokens are extracted automati-
cally from tweets. Secondly, a graph propagation algorithm is proposed
to label the tokens’ polarities. Finally, a multilingual sentiment analysis
algorithm is introduced. Comparative evaluations are conducted among
semantic lexicon based approach and some state-of-the-art Twitter sen-
timent analysis Web services, both on English and non-English tweets.
Experimental results show effectiveness of the proposed algorithms.

Keywords: Multilingual sentiment analysis, Twitter sentiment analy-
sis, Emotion token, Sentiment lexicon, Network informal language.

1 Introduction

Nowadays millions of users publish short messages on Twitter. It is widely spread
all over the world and becomes a rich resource of texts in many different lan-
guages. Twitter’s messages (tweets) are full of opinions and emotions, thus senti-
ment analysis for tweets is important for information spreading and marketing.
However, this is more difficult than traditional text analysis.

Tweets are limited with no more than 140 characters and are usually com-
posed on mobile devices, hence people often use irregular expressions both for
convinience and to save room for more words. Emotion tokens (including emotion
symbols, irreqular forms of words and combined punctuations) are usually seen
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in tweets, such as “— Me tienes olvidada :( — (-.- otra vez esta...) Disculpa es
que estaba dormido. — AAAAH ok, ;qué hards ahora? — Dormir mucho mds.”
(Spanish: “— I have forgotten :( — (-.- again this...) Sorry is that he was asleep.
- AAAAH ok, what will you do now? — Sleep more.”) Based on our observation
(see section B.2]), there are about 0.47 emotion tokens per tweet; about one third
tweets contain at least one emotion token. Emotion token is one of the most
remarkable features of Internet text. It strongly expresses the feelings of the
author and is often utilized across languages. Thus, emotion tokens are helpful
for multilingual Twitter sentiment analysis, to determine if a tweet expresses a
positive or a negative feeling, no matter what language the author uses.

Although the emotion tokens have been studied previously, they are usually
considered as annotation of the texts and are chosen manually [6]. Different from
these studies, we automatically extract different types of emotion tokens and use
a propagation algorithm to label their polarities by few “seed” tokens. Therefore,
many different tokens and their scores are discovered to build a sentiment lexicon
which helps multilingual Twitter sentiment analysis.

The highlight of our work is: Different types of emotion tokens are extracted
automatically, without considering the semantic information; their sentiment po-
larities are labeled with an unsupervised propagation algorithm. The sentiment
lexicon built based on the tokens works as a bridge over the gap among differ-
ent languages, while most state-of-the-art Twitter sentiment analysis approaches
only deal with English tweets. In addition, the corpus for building the lexicon is
independent of time which is practical and feasible for real-world applications.

This paper is organized as follows. Related work on sentiment analysis and
Twitter is introduced in Sec. 2. Emotion tokens and their characteristics are
analyzed in Sec.[Bl In Sec.d and [, algorithms for sentiment lexicon construction
and sentiment analysis are proposed respectively. In Sec. [B] the algorithms are
evaluated. In the last section, conclusions and future work are addressed.

2 Related Work

Sentiment analysis plays an important role with the growing of user-generated-
content services. In traditional studies, most researchers build statistical models
for sentiment and affect analyses, where semantic information is highly consid-
ered as features [I7020]. These models require annotated corpus, which is often
limited for online texts. Alternatively, manually built sentiment lexicons can
be used as a useful resource [2[22]. Linguistic information (part-of-speech tags,
syntactic information) is used for rule-based approaches [18]. Even though the
feature words can be extracted with automatic algorithms [16], the semantic
differences among languages limit multilingual analysis.

An intuitive idea for multilingual sentiment analysis is to translate languages
into a well-studied language (e.g. English); hence traditional methods can be ap-
plied. Previous studies on news and blogs work on sentence level [5] or word level
[11]. Cross-language dictionaries work as bridges between different languages [9].
Obviously, without language techniques, these methods do not work. Some ma-
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chine learning models may be independent of languages, but training requires
multilingual annotations [7JI9] or is based on machine translation [3].

Emoticons and irregular words, however, are commonly seen in Internet texts
of many languages. Emoticons are considered as annotations since they directly
express the one’s attitude [6]. Unfortunately, they have various forms; most stud-
ies manually choose some smileys (e.g. “:-)”) as labels [19]. They fail to consider
many other figures such as “<3” (heart, means love). In Twitter, we need to dis-
cover more possible emoticons with different forms, since they are independent
of languages and are helpful for multilingual analysis. On the other hand, the ir-
regular words are usually seen when people wish to save keystrokes, or the length
of message is limited. We focus on the emphasized spelling, i.e. the repeating of
consecutive letters in a word (e.g. “nooooo WTF everyone left me”).

Twitter is a popular research topic nowadays. Besides its network characteris-
tics [15], social impacts reflected by Twitter sentiment are also of interests, such
as word-of-mouth branding [I3]. Other work follows the trends of sentiment [§].
As mentioned before, smileys are usually considered as annotations [6/19]. Most
studies use linguistic rules or supervised learning to help sentiment analysis [14],
which is difficult to be generalized into multiple languages.

There are websites that provide sentiment detection of Twitter. However,
a study on the comparison of these results concludes that they contain much
noise and lack precision [4]. The twitrratr site (http://twitrratr.com/) builds lists
of positive and negative keywords and classifies the sentiment of tweets based
on matching. The twittersentiment site (http://twittersentiment.appspot.com/)
uses distant supervision to classify the sentiment of Twitter messages [12]. Al-
though some smileys are used to collect training data as labels, emoticons are
removed in their classification. We compare our results with these two websites.

To sum up, we notice that the traditional sentiment analysis methods are in
shortage on Twitter and are limited to a specific language. To achieve a better
multilingual Twitter sentiment analysis, we consider the emotion tokens as a
bridge over the gap among languages.

3 Study on Emotion Tokens in Tweets

3.1 Types of Emotion Tokens

The three types of emotion tokens are listed in Table [l They express emotions
and cover most of the emotional informal words on the Internet.

Note that some of the repeating letters words may be relevant to language.
However, based on our observation, many of them are onomatopoeic words (Ta-
ble 2)). Therefore, they can be simply considered as another type of emoticons.

3.2 Characteristics of Emotion Tokens in Twitter

In this paper, we use Stanford’s SNAP data (http://snap.stanford.edu/data/)
which contains more than 400 million tweets in over six months.
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Table 1. Types of emotion tokens

Definition
Every combination of
symbols with alphabets
and numbers. This type
is an extended set of
the traditional emoti-
cons, since they are not
limited to “faces”.
The repeating (or com-
bination) of the excla-
mation mark (!) and
the question mark (7).
They reflect if a tweet
contains strong emo-
tions.
One letter or a group
of letters®repeat within
a real word, because of
the author’s excitement
when typing the word.

Example
\o/  Domingo
Canjica quentinha
tudo de bom! :D (In
English: \o/ Sunday
+ warm Canjica =
all the best! :D)

+

@sincedayl
http:/ /twitpic.com/
76hen - Nolll! Dnt
ealt it we got 2 eat
healthy remember?!?
Smhl!! LOL

YAY.  Presentation
done.  @Brockalder-
sley 1is the besttt.
@BindinDTP thinks
he’s  soooo  cool.

Hummm hummm hum.

Explanation
Portuguese tweet
“\o/”  (man
raising arms, cheering)
and “D” (laughing face),
telling us the author is
happy.

This
contains

The author doesn’t want
@sincedayl to eat can-
dies (the URL) for health
reason, and he shake
his head. The punctua-
tions enhance his negative
opinion of the candies.

The author repeats let-
ters in the words “best”,
“so” and “hum” to em-
phasize his praise on the
user @Brockaldersley.

* Most real words contain less than three consecutive same letters [10], so we set
the minimal repeated times to be three. The repeating patterns are removed to
recover the word’s origin; hence “lololo]” and “looooool” are all reduced to “lol”.

Table 2. Word origins of the most frequent (more than 0.1%) repeating letters words

Rank Origin Frequency POS® Example Explanation
1 ha 36,110 Excl haha Laughing
2 SO 17,232 Adv  sooo For emphasizing
3 ah 10,618 Excl ahhh Surprise, pleasure, etc.
4 hm 8,025 Onmt hmm Thinking or pondering
5 aw 7,672 Excl awww Entreaty, commiseration, etc.
6 oh 5991 Excl ohhh Surprise, anger, etc.
7 m 5,370  Onmt mmm Similar as hmm

? Part-of-speech: Excl: Exclamation. Adv: Adverb. Onmt: Onomatopoeia.

For a simple classification of English and non-English tweets, we examine the
Unicode of the characters in each tweet. If all the characters in one tweet are
from the Basic Latin or symbols section, the tweet is called a Basic Latin tweet.
We find that most of them are in English. If some characters are in the Latin
extended section, it is called an Extended Latin tweet. These tweets are often in
Portuguese, Spanish, German, etc. Tweets containing characters beyond these
sections (such as Chinese) are not studied in this paper.
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From the SNAP dataset of more than 400 million tweets, we uniformly sam-
ple five million tweets. Among them, 1,649,503 (33.0%) tweets contain emotion
tokens. Their proportions in each character set are shown in Table Bl Shown in
Table @l each tweet with emotion tokens contains about 1.4 tokens. There are
about 0.47 emotion tokens (either of the three types) per tweet.

Table [l lists how many tweets contain such types of emotion tokens. Many
types of emotion tokens co-occur in tweets. This is the basic idea of our propa-
gation algorithm. For example,

@QzClaire Cullenx LOVE YOU TOO!!! *gives party hat* xxxxe <3
I'm in a slplendid mood right now =D

The misspelled word “splendid” may lead to a missing of the emotion in
semantic-based methods, but the emotion tokens help us identify its sentiment.

Since the tweets are rich of co-occurred emotion tokens, a propagation algo-
rithm based on the co-occurrence can be applied to label the polarities.

4 Multilingual Sentiment Lexicon Construction Based on
Graph Propagation

As mentioned in Section 2] sentiment lexicons are commonly used for sentiment
analysis. Previous studies take semantic links (WordNet relations, conjunctions,
etc.) to build such lexicons [I]. The emotion tokens, however, do not have se-
mantic links between each other. Considering the frequent emotion tokens in
tweets, the co-occurred tokens are likely to have similar sentiment. Thus the co-
occurrences between words are links for constructing a graph. Then a few initial
seeds are used to propagate and discover new tokens.

4.1 Co-occurrence Graph Construction of Emotion Tokens

An undirected graph G = (V, E) is constructed to represent the links of words.
Each node v € V is a word, while each edge (v;,v;) € E represents a co-

Table 3. Proportion of tweets with emotion tokens in different character sets

Basic Latin ~ Extended Latin
Total tweets 4,536,590 (90.7%) 266,831 (5.4%)
Tweets w/ emotion tokens 1,494,499 (29.9%) 115,025 (2.3%)

Table 4. Avg. number of emotion tokens Table 5. Percentage of each type of emo-
per tweet (tweets with tokens) tion tokens in tweets (with tokens)

Token type Basic Latin Extended Latin Token type Basic Latin Extended Latin
Emot.Symb. 0.79 1.00 Emot.Symb.  65.9% 78.1%
Rept.Punc. 0.32 0.23 Rept.Punc. 26.8% 19.4%
Rept.Ltr. 0.25 0.20 Rept.Ltr. 21.0% 16.9%
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Tweets Emotion tokens Normal words
© " yes we did ! RT @QJetLife24 7 Me and N
@tinyy tee had some good times last summer :)
@QJASMINEVILLEGAS Pretty <3 , How are
you ? . I wanna see you in the #MyWorldTour <3 ) love, ...
on S.America :) . Love you
That’s A Good Boyfriend(: RT @CallMeYoshi :
I Rather Stay In With My Girlfriend All Night (- <3
Than Go Out To Party I Love Her To Much <3
I can’t wait for high-school (: gonna be back with
my friends <3 on top of that my girls @ BRILove (: <3 )
and @ THATSLEX are gonna be there too :)

1) good, ...

good, love,

(a) Example tweets for building the graphs

9705020

(b) Using emotion tokens only (c) Using emotion tokens and normal words

Fig. 1. Example of co-occurrence graphs construction

occurrence between the two words v; and v;. The weight w;; of edge (v;,v;) is
the count of co-occurrence between v; and v;. This co-occurrence matrix W (i.e.
the adjacent matrix of ) is symmetric. Each diagonal element wj;; of the matrix
is the frequency of the corresponding v; in the corpus.

A direct idea is to build such a graph with only the emotion tokens. However,
the lexicon built with this graph does not contain any normal words; it could not
deal with tweets without any emotion tokens. Therefore, we build the graph on
both emotion tokens and normal words. Note that the semantic information of
normal words is not considered. We show an example for the graph construction
(with the four tweets) in Fig.[[l Only two normal words are shown in the figure
for simplicity. Fig. is the graph we propagate to build the sentiment lexicon.

To illustrate a clear scale of the graph, 100,000 Basic Latin and Extended
Latin tweets from August, 2009 are sampled from the SNAP dataset. Both emo-
tion tokens and normal words are extracted from them. The built graph contains
98,924 vertices (with only 10,390 emotion tokens) and 3,353,873 edges (22,515
among emotion tokens themselves, 314,186 among normal words and the rest
are bridges). This undirected graph is extremely sparse (edges take only 0.08%).

4.2 The Propagation and Smoothing Algorithm

Similar to the SentiWordNet [1], we assign a positive score and a negative score
to each word, which are calculated separately — the propagation starts with one
seed for calculating the positive scores and one for negative scores, respectively.
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A general algorithm for label propagation is used. Let xj be the vector of
scores of each word after the k-th iteration. The zy41 is calculated by a co-
occurrence matrix W and a bias vector b, formally,

xk+1=W'$k+b (1)

Normalizations in each iteration are applied after the W -z and W -xx +b. The
convergence of z; has been proved [23]. This form of graph propagation is used in
many algorithms such as Page-Rank and TrustRank. The bias vector b is set to
the seed vector xg to keep the superiority of seeds. Also due to this reason, W -xy,
is normalized before adding b to make them in a same scale. Since the initial xg
is always added in each iteration, the seed token may have a much higher score
than the other thousands of tokens. To smooth the scores into a reasonable scale,
we add a logarithm transformation on each word followed by a normalization to
the [0, 1] interval. The positive and negative scores are normalized separately.
This method maps the scores into a natural distribution.

We choose only one seed to start the propagation (one for positive and one
for negative, respectively). Since the graph contains both emotion tokens and
normal words, two types of initial seeds are proposed: (1) smileys: “:)” for positive
scores, “:(” for negative. (2) good/bad: “good” for positive, “bad” for negative.
We build two SentiLezicons based on the two types of initial seeds.

With the graph built in Section [l we find many of the scores (positive
score minus negative score) of the emotion tokens are labeled correctly after the
propagation. Many of the tokens do not have explicit emotions when judged by
humans, but may contain hidden emotions brought by the context. We examine
the scores by PT@100 and P~@100, i.e. the precision of the first 100 tokens with
the largest absolute scores. Only 25% and 34% tokens have obvious emotions
within the positive and negative ones, respectively. Among them, PT@100 =
0.92 and P~@100 = 0.53. Similarly, PT@200 = 0.88, P~@200 = 0.56, while
PT@300 = 0.83 and P~@300 = 0.59. This demonstrates that the tokens are
usually propagated with larger positive scores.

5 Sentiment Analysis with Emotion Tokens

The sentiment polarity of a tweet t is determined by both its positive score,
scoret(¢) and its negative score, score™(¢), shown in the equation below. Note
the scores of the emotion tokens (v.) and normal words (v,,) of ¢ are looked up
from the built SentiLezicon. The score™ (t) is calculated similarly as score™ (¢).

neutral max{score™(t), score™ (t)} < 6, or score™ (t)=score™ (t)

polarity(t)={ positive score™(t) > max{score™(t),0}
negative score™ (t) > max{score™ (¢), 0}

score™t (t) =« Z scoret (ve) + (1— a)i:score+ (vn) (2)

This model is similar as a bag-of-words model. Though simple, it does not involve
any linguistic (semantic) information of the sentence. Thus it can be used for
multilingual sentiment analysis without much linguistic knowledge.
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6 Experiments and Discussions

6.1 Dataset

Tweets for building the SentiLexricon and evaluating the algorithms are sampled
from the Basic Latin and Extended Latin tweets in the SNAP dataset. Over
99.99% tweets are from June 11th, 2009 to December 31st, 2009, so only the
tweets within this period are considered.

During this 204 days period, we pick eight tweets per day for evaluation
(no overlap with the tweets building lexicons), including English, Portuguese,
Spanish and German tweets (two of each language), which are among the most
popular languages in Twitter [21]. Google’s Translation APT is used to automat-
ically pick out the tweets of a certain language. Each tweet is then given one
of the three labels: positive, negative or neutral with two annotators. The third
annotator is introduced when there is no majority. If the label is still uncertain,
the tweet is discarded (it is difficult even for human judgements). We finally
have 449 positive, 211 negative and 553 neutral tweets (total 1,213).

6.2 Strategies of Comparative Evaluations

1. SentiWordNet: The baseline method

The SentiWordNet provides positive and negative scores for senses, part-of-
speech tags of English words. We use this lexicon with the strategy as referred to
its website (http://sentiwordnet.isti.cnr.it/), summing up the scores of each POS
tags of a word. With this strategy, the SentiWordNet provides 17,778 positive
words (whose positive score is greater than its negative score), 20,350 negative
and 1,565 neutral words (with non-zero scores) among 39,693 words. The positive
and negative scores of a tweet is the sum of each word. Then a threshold @ is
used to classify its sentiment.

2. twitrratr

The twitrratr provides two lists of positive and negative keywords. We try to
match them in a tweet and count their numbers. Similarly, we determine the
sentiment of the tweet by the bigger count of positive and negative words. If two
numbers are equal, we consider it as a neutral tweet.

3. twittersentiment

We retrieve twittersentiment’s results of our data from its API. The authors
test their method on their own dataset[I2]. However, the API they provided
makes it comparable for both their and our methods on our dataset.

6.3 Results and Discussions

We examine the lexicon from several aspects. Besides the evaluation on English
and non-English tweets, we build the lexicons with different sizes of tweets to
see if the size is “the bigger, the better”. Moreover, the lexicons are built from
different months’ tweets in SNAP data, to examine if the lexicon built from a
specific month is stable for the analysis on tweets in other months. Our results
are all compared with the SentiWordNet baseline and the two websites.
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Table 6. Comparative evaluations of algorithms in English tweets

) Accu- Positive (166) Negative (62) Neutral (111) -
Algorithm 0 F,/P/R Fl/P/R F,/P/R 1

1. SWN, 6 = 0.5 51.3% 0.591 / 59.0% / 58.4% 0.429 / 38.5% / 48.4% 0.448 / 47.5% / 42.3% 0.489

2. twitrratr 49.3% 0.557 / 87.2% / 41.0% 0.276 / 27.9% / 27.4% 0.527 / 41.0% / 73.9% 0.454

3. twittersentiment 59.0% 0.648 / 78.0% / 55.4% 0.549 / 70.0% / 45.2% 0.548 / 44.2% / 72.1% 0.582

SentiLegicon 57.8% 0.642 / 65.2% / 63.3% 0.149 / 100.0% / 8.1% 0.606 / 49.7% / 77.5% 0.466

Table 7. Comparative evaluations of algorithms in non-English tweets

Accu- Positive (283) Negative (149) Neutral (442)

Algorithm racy F /P/R F, /P/R F, /P/R 1
1. SWN, 0 =05 - - - - -
2. twitrratr 52.2% 0.311 / 72.7% / 19.8% 0.130 / 20.9% / 9.4% 0.659 / 52.9% / 87.3% 0.366
3. twittersentiment 51.0% 0.218 / 44.1% / 14.5% 0.129 / 52.4% / 7.4% 0.656 / 51.8% / 89.1% 0.334
SentiLezicon 57.4% 0.500 / 51.3% / 48.8% 0.123 / 76.9% / 6.7% 0.685 / 59.8% / 80.1% 0.436

Parameters and Seeds. The parameter a determines how much the emotion
tokens influence the sentiment score, while 6 determines the proportion of neutral
tweets. We conduct experiments with several combinations of them (both in the
[0, 1] interval), based on the SentiLezicon built with both smileys and good/bad
as seeds from 10,000 tweets in August, 2009 without loss of generality. In general,
a = 1 is better, i.e. the scores of emotion tokens are weighted with 1 while
normal words are weighted with 0. This implies that it is the emotion tokens
that affect the sentiment of the tweet. The 8 is somehow stable among different
«’s. Similarly, there are no significant differences between the two types of seeds.
For simplicity, we fix # = 0.7 and smileys as seeds in the following experiments.

Comparative Evaluations on Different Languages. To show our method’s
efficiency on multilingual tweets, we compare SentiLexicon (smileys as seeds,
a =1, 0 = 0.7) with the three algorithms mentioned above. The lexicons are
built with tweets from June to December, respectively. Since the results are
similar, we only show the results built with the August tweets. The performances
are compared on English tweets and non-English tweets respectively, shown in
Table [6l and Table [ The Fy, P and R under each class stand for Fj-score,
Precision and Recall, respectively. The last column F; is the average of three
Fy-scores in the three classes. For the performance of SentiWordNet, we only list
the best one with § = 0.5. Since this lexicon is for English, it should not be used
for non-English sentiment analysis.

These two tables suggest that our method is efficient on multilingual tweets.
Most of the Fj-scores, precisions and recalls of the SentiLezricon are higher than
the current state-of-the-art methods. In English tweets, the recall rate on neg-
ative tweets of our method is rather low, which pull down the overall accuracy.
We examine that these negative tweets do not contain many strong emotion to-
kens; hence we classify most of them as neural ones. Another reason is that the
tokens are usually have larger positive scores. Therefore, many of the negative
tweets are classified as positive ones. We find that in Twitter, there are usu-
ally more positive tweets than negative ones (e.g. 449 positive vs. 211 negative
ones with our annotation). As a result, the construction of the co-occurrence
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15.00% 0.15 15.00% 0.15
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5.00% Hﬂ_‘ 0.05 5.00% w 0.05
0.00% ﬂu 0 0.00% ugguu’_"_"_"_‘uo
-5.00% w -0.05 ‘

S199M1Y00T  SI98MINT
S}I99MI00T SIeaMI0T

-5.00% -0.05
-10.00% -0.1 -10.00% -0.1
-15.00% -0.15 -15.00% -0.15
smiley seeds good/bad seeds smiley seeds good/bad seeds
(a) 1k vs. 100k (b) 10k vs. 100k

Fig. 2. Comparison of different datasizes for building lexicons

graph links many tokens with positive words implicitly; the propagation process
assigns larger positive scores for many of the tokens. This indicates that the
negative tweets may be processed differently from the positive tweets. However,
in non-English tweets, our method outperforms the other methods.

Sizes of Datasets for Building Lexicons. With the tweets from August,
2009, three sizes of datasets are extracted: 1,000 (1k), 10,000 (10k) and 100,000
tweets (100k). We compare their performances on the evaluation tweets with the
SentiLexicon built from them, and draw the differences between accuracies and
average Fi-scores on the same scale to compare 1k vs. 100k (Fig. and 10k
vs. 100k (Fig. . We see that 10k vs. 100k is less different than 1k vs. 100k.
Hence we conclude that 1,000 tweets is not sufficient to build a good lexicon,
since many tokens may not even appear in such small amount of tweets. On the
other hand, the lexicon built with 100,000 tweets does not perform much better
than just 10,000 tweets. This finding is helpful for practical use — we do not have
to build a very big lexicon. The tokens covered in 10,000 tweets are enough to
build a helpful lexicon for sentiment analysis.

Stability of the Lexicons over Time. The lexicons are built with tweets
from only one month, hence we propose to examine whether or not the lexicon
from one month can work on future months. One strategy is to build the lexicon
with tweets in the first month in the dataset (June 2009), and evaluate it on
tweets in the succeeding months in the evaluation set. The other strategy is to
build with each month (except the last one) and evaluate it on tweets in just
the next month (e.g. use June to evaluate July tweets). We also build a lexicon
with the first week (June 11th to June 17th, 2009) and evaluate it on July to
December tweets. The performances of each strategy are shown in Fig. Bl

The results show the accuracies are all around 50% to 60% in each month’s
evaluation tweets, and the average F)-scores are also within 0.4 to 0.5. The
performances of the lexicons do not rely on tweets in a specific month or week.



248 A. Cui et al.

60.0% [ 7 0.6

50.0% ilé 105

40.0% ter SN {04

30.0% [ 103

—8— Accuracy (1. First month to others)
20.0% (—{ —¢—Accuracy (2. One month to the next) 102
—A— Accuracy (3. First week to other months)
—3-Avg. F1 (1. First month to others)
10.0% — —&--Avg. F1 (2. One month to the next) 01
—A-Avg. F1 (3. First week to other months)
0.0% . . . . . 0
month07 month08 month09 month10  month11  month12

Fig. 3. Stability of SentiLexicon with smiley seeds, « = 1 and § = 0.7

This infers that the lexicon is stable along with time. Therefore, we can build a
lexicon with the current tweets and use it for future sentiment analysis.

7 Conclusion and Future Work

In this paper, we propose the emotion tokens to help sentiment analysis on mul-
tilingual Twitter messages. A graph propagation algorithm with a smoothing
method is applied; hence the polarities of the tokens are labeled automatically
based on their popular co-occurrences. With this lexicon, we perform a mul-
tilingual sentiment analysis for tweets, and achieve a better performance than
traditional semantic based approach as well as several Twitter sentiment analy-
sis websites. The comparative evaluations indicate that the emotion tokens are
helpful for both English and non-English Twitter sentiment analysis, and are
independent with the tweets in different time periods to build the lexicon.

There are also several technical issues we would like to address as future
work, such as improving the bag-or-words model for sentiment analysis for higher
accuracies, tracking Twitter’s sentiment within a longer period and to discover
if some tokens have opposite or weak emotions.
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Abstract. Web users usually have a certain search goal before they submit a
search query. However, many laypersons can’t transform their search goals into
suitable queries. Thus, understanding original search goals behind a query is
very important for search engines. In the past decade, many researches focus on
classifying search goals behind a query into different search-goal categories. In
fact, there may be more than one search goal behind a certain query. We thus
propose a novel Popular-Search-Goal-based Search Model to effectively
identify search goals by the features extracted from search-result snippets and
click-through data. Furthermore, we proposed a Search-Goal-based Ranking
Model which exploits the identified search goals to re-rank the search result.
The experimental result shows our proposed model can effectively identify the
search goals behind a search query (achieve precision of 0.94) and enhance the
search result ranking (achieve precision of 0.72 for top-1 returned snippet).

Keywords: Web search, information retrieval, user need, search goals, short
query, language model.

1 Introduction

Different from classic Information Retrieval (IR) works, search engines help users to
retrieve not only textual (informational) data, but also various resources from the web.
However, conventional search engines usually relied on classic IR techniques like
keyword matching mechanisms, and they only considered that search queries are driven
by informational need. In fact, many users' search goals behind the queries are not always
informational. Perhaps their search goals are navigational or transactional in the
viewpoints of Broder [1]. The definitions of search goal types are given as follows:

¢ Informational goal is that users want to learn/know something about the query
topic.

* Navigational goal is that users want to go to specific websites that users already
have in mind.

¢ Transactional goal is that users want to obtain a resource available on web pages
or to transact online.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 250-263, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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In recent years, some researchers have studied for the research area of identifying user
search goal. Kang and Kim [3] try to classify the search queries based on search goals
by utilizing content, link, and URL information. Lee et al. [4] proposed to use past
user-click behavior and anchor-link distribution as potential features for predicting
informational and navigational goal. The above two works only consider automatic
classification of the two broad categories, navigational and informational goal. In this
paper, we propose a novel Popular-Search-Goal-based Search Model to identify a
variety of search goals behind search queries based on features extracted from search-
result snippets and click-through data.

A few researchers [5,6] argued that accurate understanding and modeling of user
search goals has a great benefit in applications to web search ranking, click spam
detection, web search personalization, and other tasks. In this paper, we focus on
improving the web search ranking, thus we proposed a Search-Goal-based Ranking
Model which exploits the identified search goals to re-rank the search result. The
experimental result shows our proposed model can effectively identify the search
goals behind a search query and enhance the search result ranking.

There are three main contributions in this paper. First, we addressed the problem of
search-result snippet classification for three search-goal categories. Second, we
proposed a generative framework to identify the search goals behind a search query.
Finally, we further re-rank search results based on identified search goals. The
following sections consist of our idea and observation (in Section 2), the main method
(in Section 3), experimental results (in Section 4), and the conclusion (in Section 5).

2 Observation and Main Idea

In general, web users often have certain implicit search goals in their minds to drive
their searching behaviors before submitting queries to a search engine. Therefore, we
assume that such searching behaviors can be implicitly expressed in users’ minds with
certain natural sentences like “I want to do something ..” Generally, a typical
sentence in Chinese/English consists of a subject, a verb, and an object (SVO
syntactic structure). Obviously, the subject of the implicit sentences in the user’s mind
is the user himself/herself, and the remaining part of verb-object (VO) pair can be
used to represent the user’s search goal.

Figure 1 shows an example, if a user submits a query “Google Map” to a search
engine, he/she may have a certain search goal among the goal-categories including
informational, navigational, and transactional. For informational goal example (Figure
la), the user wants to learn how to use Google Map API, and thus has an
informational goal “ % # J& 4 4% (refer to source code)”. For navigational goal
example (Figure 1b), users want to visit Google Map official web sites, and thus has a
navigational goal “AT4% & & (go to home page)”. For transactional goal example
(figure Ic), users want to download map from the web and thus has a transactional
goal “F & &k 4% 4. (download offline map)”.
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refer souce code
BEAREZM2google maps FOMEESEA Bl=1HE- IAHTRE ...
xoops.tn.edu.tw/modules/xforum/viewtopic.php?post_id=36442 - H EZ1E
R Google MapsFERNZIMIKIZE R T } else { map. ... MiFHE
MaEsEt TS FZsEEANENEERBXML Bix4sgoogle maps ...

(@)

home page

(b)
download offline map

Y0{a] & B Google Maps 5.7 for Android | T 2k 4% ith Bl
stories.techorz.com/?p=73710 - SEEF1E

B AIGoogle B3 T Android fR#IGoogle Maps FEFAENAE5.7 A » 2
hEMASZETFEMEZR  #BEFER - EEHR—FAndroid BEEAE B ...

©

Fig. 1. Example of research-result snippets returned by Google with the query “Google Map”
including (a) a snippet contained informational goal, (b) a snippet contained navigational goal,
and (c) a snippet contained transactional goal

3 Popular-Search-Goal-Based Search Model

Figure 2 shows the framework of our proposed Popular-Search-Goal-based Search
Model (PSGSM), which is proposed to automatically identify user search goals from
search-result snippets and further improve the ranking of search results. First, we
collect a set S of search-result snippets returned by search engines and then separate
the snippets into three categories. Second, the search goal candidates will be
generated from search-result snippets, and then we identify each type of search goals
based on features from search-result snippet and click-through data. Finally, the
identified search goals are used in re-ranking the original search result snippets.

3.1  Search-Result Snippet Classification

In this paper, we investigate whether user goal identification can be boosted by
classifying search-result snippets into three types including transactional, informational,
and navigational. Classifying search-result snippets can effectively increase the precision
of identifying each type of popular search goals. Considering computational cost, we use
a simple but efficient approach to classifying search-result snippets.

First, for navigational snippets, we observed that the URL of navigational snippets
is usually the host name of a website. For example, Figure 3 illustrated a snippet
about the website of “Apple Computer Inc.”, and the page is in the root (e.g., in the
first level directory) of the website. Moreover, we also observed that it is a good clue
to determine a navigational snippet if the query terms usually appear in the title of the
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snippet. Figure 3 shows the query “Apple Computer” appears in the title of Apple
Computer website. Therefore, a page’s title and URL are considered as useful features
to determine whether a snippet belongs to navigational category. The scoring function
Navig_Snippet(s) for navigational snippets is given as follows:

Navig_Snippet(s) = 217% + Title(q, s), (1)

where d is the directory level (e.g., for a root page, d is 1), and Title(q,s) returns 1
if the query g occurred in the title of a snippet s, otherwise, returns 0. We select the
snippets which the scoring function achieved more than a threshold t, as
navigational snippets, and leave the remaining snippets in further classification.

._. Search Engine _>| Search-Result Snippets

2

Search-Result Snippet Classification

Hint Verbs,
Title, and URL

Transactional Informational Navigational
Snippets Snippets Snippets

1T T

Search Goal Candidate Generation

N
Info. Goal
Candidates

Popular Search Goal Validation

Goal
dates

Y
Trans. Goal
Candidates

Search Result
Shippet Features

Click-Through

Informational Data Features

Search Goals

Transactional Navigational
Search Goals Search Goals

Search-Goal-based Ranking Model <

Re-ranked Search Result

Fig. 2. The framework of Popular-Search-Goal-based Search Model

Apple Computer Inc.
Official site of Apple Computer, Inc.
wewnnd apple. comd - 31k - 5 Moy 2006 - Cached - Similar pages

Fig. 3. The Snippet with the URL www.apple.com of the website “Apple Computer Inc.”
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Second, to identify transactional snippets, we find some verbs occurred in search
queries are usually refer to the transactional goals, like F #k(download), X 3%
(listen), #% ¥ (buy), etc. We manually select 394 hint verbs H, from 3000 high
frequent queries within one-month query-log of Sogou. The scoring function
Trans_Snippet(s) for transactional snippets is given as follows:

Trans_Snippet(s) = Vs N H,|, 2)

where H,, is the set of high frequent hint verbs, V is the set of verbs occurred in the
search-result snippet s, and |X| is the number of elements in set X. We select the
snippets which the scoring function achieved more than a threshold ¢, as
transactional snippets.

Finally, for informational category, it is hard to choose any unique feature to
determine an informational snippet since this category of snippets cover any topic
contents in the web. Fortunately, the above two categories of identification have
strong distinguishability among the three different categories of snippets. Therefore,
we simply treat the remaining snippets as informational snippets.

To efficiently classify search-result snippets, we develop an algorithm which is
described in Figure 4. The input is a single search-result snippet, and “I”, “N”, “T” are
the output labels representing categories of informational, navigational, and transactional,
respectively. For each snippet, we calculate the navigational snippet score ns and
transactional snippet score ts. If ns is greater than threshold ¢, the snippet is considered as
a navigational snippet. If #s is greater than threshold #, the snippet is considered as a
transactional snippet. Otherwise, the snippet is considered as a informational snippet. To
estimate ¢, and t, we manually labeled k snippets with categories and set the values of ¢,
and #, according to the percentage of snippets per category.

Algorithm 1: Search_Result_Snippet_Classification( s, q, H,,)

Input: search-result snippet s, search query ¢, and hint verb vocabulary set H,.
Output: search-goal category c € {I,N, T}

1. Compute navigational snippet score ns of s based on Equation (1).

2. If ns is greater than threshold 7, then return “N”

3. Compute transactional snippet score s of s based on Equation (2).

4. If ts is greater than threshold ¢#, then return “T”
5

Return “I”

Fig. 4. Algorithm for search-result snippet classification

3.2  Search Goal Candidate Generation

To extract popular search goals from the classified search-result snippets, we need to
generate goal candidates. We extract all verb-noun combinations (i.e., VO-pairs) from
each search-result snippet (where nouns include unigram and bigram). We only adopt
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the VO-pairs whose verb-noun distance is less than w terms (the window size w is set
to 3 in this work). In this paper, we only select three types of verb and three types of
noun. The types of verb include active intransitive verb, active transitive verb, and
active transitive verb with sentential object. The percentage of selected verbs is
92.1%. The types of noun include common noun, proper noun, and location noun.
The percentage of selected nouns is 99.8%. We only extracted those three types of
verb and three types of noun from search-result.

3.3  Popular Search Goal Validation

Once goal candidates are generated, then we need to determine which goal candidates
are correct search goals. The correct search goals defined in this paper are not only
relevant to the query, but also should be semantically suitable. To automatically
detect correct search goals, we select various useful features which can be extracted
from search-result snippets effectively, and then we compare three binary classifiers
to classify the search-goal candidates into two categories including correct search
goals and incorrect search goals.

3.3.1 The Features Used in Popular Search Goal Model

According to our observation, we found there are several useful properties in the
search-result snippets and click-through data for identifying the correctness of search
goal candidates. In the following, we will introduce several effective features, and the
usage of features for different search-goal categories is described in Section 3.3.2.

(1) Search-Result Snippet Features

Noun Phrase Length: According to our preliminary experiments, we found that
some noun phrases can describe the complete meaning of the objects. For example,
“F 3 F #% 3% 8% (download cellphone game)” is more clear than “7F % ¥ # (download
cellphone)” or “TF # #% &% (download game).” To deal with noun phrase extraction
problem, we simply extract all unigrams and bigrams as noun part in the VO-pair,
and assume that longer noun phrases are probably more meaningful than shorter
nouns.

fNPLength(g) = Length(gn)a 3)
where Length(g,) is the number of terms in g,, and g=(g,, g,)-
VO-Distance: In general, a smaller distance between verb and noun indicates its VO
combination is more semantically suitable. We found that the probability of distance d

approximately obey normal distribution. Therefore, we employ normal distribution
model as follows:

fopiatance(9) = o= exp [~ 705 (d — w21, “)

where g=(g,, g,) and d is distance between g, and g,, u is the distance mean, and ¢ is
the standard deviation of distance.
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TFIDF: This feature is used to calculate the importance of search goals by using
weighting mechanism Term Frequency- Inverted Document Frequency.

free(g) = fre(g)log i~ (5)

where fre(g) represents frequency of search goal g in a search-result snippet, ID(w)l
the number of set of search-result snippet that contains search goal g, and N is the
number of search-result snippets in set S. Intuitively, more frequent terms are more
likely to be better candidates of search goals; while terms with higher document
frequency might be less informative.

Search-Result Snippet Rank: For some search engines, top ranked-search result
snippets would possibly contain popular search goals. We employ a power-law
distribution to estimate the snippet rank feature function.

fSRSnippetRank (g) =ng X 1,7Ps, (6)

where 7, is a constant, r, is search-result snippet rank, and p, is the scaling
parameter.

Title: If a search goal occurred in the title of a snippet, it would have more attraction
for users to click the snippet. Thus, the title feature function is

frine(9) = {

URL: For navigational search goals, we assume users intend to browse a specific web
site (home page, especially). Thus, we use the directory level of URL as a feature.
Here is the URL feature function

furn(9) =274, (3

(2) Click-through Data Features

Hint Verb and Hint Noun: According to our observations, we found some verbs and
nouns in click-through data are more suitable to be the verb or noun parts of search
goals. The feature function is given as follows:

1, if search goal g appears in a snippet title
0, otherwise

(N

1, if g, is a hint verb or g, is a hint noun

inntWord (g) = { s 9

0, otherwise
where g, and g, are the verb or noun parts in the VO-pair g=(g,, g,.).

User Click Order: As our observation, user would like to click the snippets which
contain their search goals. We assume that the more early a user clicks a snippet, the
more probable the snippet contains search goals. Thus we exploit a power-law
distribution to estimate the user-click-order feature function.

sterClickOrder(g) =1y X 1,7PY, (10

where 7, is a constant, r, is search-result snippet rank, and p, is the scaling
parameter.
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Snippet Click Count: A snippet which has been clicked many times is probably
containing search goals. We use a log function to alleviate the domination of click
count of popular web site.

f:SnippetClickCount (g) = log (Count(g))’ (11)

where count(g) is the click count of the snippets which contains the search goal g.

3.3.2 Search Goal Classifiers

Originally, our goal is to identify correct search goals G from search goal candidates
G.,, in fact the above problem we addressed can be simplified to classify search goal
candidates into two categories, including correct search goal, and incorrect search
goal. That is, each search goal candidate belongs to one of two categories € =
{TRUE, FALSE}. Since the properties of specific search-goals in different categories
of snippets are different, we select different feature sets for each search-goal category.
Table 1 shows the features used in each search-goal category. User Click Order and
Snippet Click Count are used in three search-goal categories. For informational
category, using TFIDF can effectively identify the query topics from search result
snippets, VO-Distance can improve the semantic correctness of identified search
goals, and using Noun Phrase Length to favor the noun phrases (bigram nouns). For
navigational goal, URL & Title are the most important features used in this category.
For transactional goals, Hint Verb & Hint Noun are the major features used in this
category, and using TF (Term Frequency) to favor high-frequency terms occurred in
search-result snippets.

Table 1. The features used in three different categories of search goals

Search-Result Snippet Features | Click-Through Data Features
Informational TFIDF User Click Order
Goals VO-Distance Snippet Click Count

Noun Phrase Length
Navigational Goals | URL User Click Order

Title Snippet Click Count

Search-Result Snippet Rank
Transactional TF Hint Verb & Hint Noun
Goals Noun Phrase Length User Click Order

Snippet Click Count

To deal with the problem of binary classification, we employ three different
classifiers including log-linear model, support vector machine, and adaptive boost,
and compare their performance among the three classifiers.

Support Vector Machine

Support vector machine, SVM, is the state-of-the-art classifier, which maps samples
into a higher dimensional space [Cortes and Vapnik, 1995], and is very effective to
handle the case when the relation between categories and features is nonlinear. A
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well-known implementation of SVM naming LIBSVM is adopted in this paper. We
use the radial basis function as the kernel function

2
K(xi,xj) = exp (—y||xl- — xj” ) (12)
where the capacity constant and y are set to 0.03 and 0.125 respectively.

Log-Linear Model

Log-linear model is a far-reaching extension of logistic regression [Christensen,
1997], which maps each of features into a feature function and is modeled by
conditional probability P(c|g) as follows:

exp I wifi(g.0)
Scecexp (X, wjf (9.0

P(clg;w) = (13)

where ¢ is the category of candidate search goal g (i.e., ¢ € C), F is the set of
features, |F| is the number of features, w; is a feature weight parameter, and f;(g, c)
can be estimated by the feature functions mentioned in Section 3.3.1 when given the
category c.

AdaBoost

AdaBoost (short for Adaptive Boosting) is a machine learning algorithm formulated
by Freund and Schapire [1995]. AdaBoost can deal with the binary classification task
by adapting in the sense that subsequent classifiers built are tweaked in favor of those
instances misclassified by previous classifiers. Although, AdaBoost is sensitive to
noisy data and outliers, it can be less susceptible to the overfitting problem. In this
paper, we use decision stumps as the weak learners. The simple algorithm is as
follows:

(1) Computes classification score of weak learner f; (in this paper, we use the
feature functions mentioned in Section 3.3.1).

(2) Multiplies by learned confidence value «;.
(3) Sums over T rounds.
(4) Compares sum to zero (return the discrete classification value +1 or -1).

Thus the decision function is given as follows:

H(g) = sign(Ti-; a; f:(9)).

3.4  Search-Goal-Based Ranking Model

One of most important application of detecting search goal is to improve the search-
result snippet ranking. We propose a Search-Goal-based Ranking Model (SGRM) to
rank the search-result snippet s for a given query g as follows:

P(slq) = X4ec P(gla)P(s|g,q) (14)
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P(glq) is the probability of search goals in top ¢ search result snippets with the query
q.

P(919) = Xceunry P(clg) P(glc, @), (15)

where ¢ is the category of search goals, including informational /, navigational N
transactional 7. P(c|q) is the probability of the query g belongs to the search goal
category c. The equation is given as follows:
Sc
P(clq) =, (16)
where |S| is the count of search-result snippets we crawled from search engines with

the search query ¢, |S.| is the count of search-result snippets in the goal-category ¢
and S. €S.

count(g;)
Y966 count(gy)’

P(glc,q) = (17)
where count(g) is the occurrence count of the search goal g in all search result
snippets with the query g, and G, is the set of correct search goals of the category c.

P(sl g, q) represents the probability that a user will click on the snippet s in the set S of
returned search results given a query g with a user goal g. It is estimated as follows.

gcount(s,g)
Ss;es geount(s;.g)’

P(slg.q) = (18)
where gcount(s, g) is the occurrence count of the search goal g in the search result
snippet s.

4 Performance Evaluation

To realize the performance of our proposed Search Goal Detection Model, we
conducted a series of experiments. First, we need to verify the accuracy of search-
result snippet classification. Second, three classifiers were compared against three
different search goal types. Finally, we compared our Search-Goal-based Ranking
Model with the Query-Expansion-based Ranking Model.

4.1 Experimental Setup

4.1.1 Dataset

We selected 1200 top-frequency queries (named top-1200 query set) from the one-
month query log (which contains 21,422,773 records and 3,167,170 distinct queries)
of Sogou search engine in 2006. For each query, we crawl top 100 snippets from
Sogou search engine, and generate about 200-300 search goal candidates for each
query in average. We employed three judges to label “TRUE” or “FALSE” for each
search goal candidate. For each judge, only the queries and search goal candidates are
observable, and they label the search goal candidate based on the guideline “Label a
search goal candidate with “TRUE” only when the search goal is relevant to the query
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and semantically suitable.” For example, given the query “Youtube,” a judge labeled
search goals with “TRUE” such as “%& % k (watch video).” On the other hand, a
judge labeled search goals with “FALSE” such as “##% & F # (buy mobile phone)”
(since it is not relevant to the query) and “3% & % (listen movie)” (since it is not
semantically suitable). We only consider a search goal candidate as a “correct search
goal” only if that there are at least two judges label the search goal with “TRUE”. In
average, there are 23.2 correct search goals for each query.

4.1.2 Evaluation Metrics

We use overall precision, recall, and F1 as the metrics to evaluate the performance of
three compared classifiers. Recall evaluation is very difficult in this work since we do
not really understand the total number of relevant search goals behind a search query.
Therefore, we consider all correct search goals occurred in crawled search-result
snippets as the total relevant search goals. To evaluating the performance of two
compared search result ranking models, we employ the metrics of top-t NDCG,
precision, and recall.

4.2  Experimental Result

4.2.1 Performance of Snippet Classification

To determine the effectiveness of search-result snippet classification, we employed
three judges to manually classify the search-result snippets into three categories,
including informational, navigational, and transactional. For this preliminary
experiment, we use 5000 search-result snippets returned by 50 queries which were
randomly selected from our top-1200 query set (100 snippets for each query) as our
testing data. The 5000 snippets consist of 2612 informational snippets, 1493
navigational snippets, and 895 transactional snippets. Table 2 shows the results of
search-result snippet classification, and each column shows the numbers of snippets
classified to a certain category by our proposed algorithm (see Figure 4). The overall
accuracy is 0.94 ((2543+1322+837)/5000), which is adequate to be exploited in the
following experiments.

Table 2. The overall results of classified categories over real (human labeled) categories

Informational | Navigational | Transactional
Classified Info. 2543 45 12
Classified Navi. 7 1322 46
Classified Trans. 62 117 837

4.2.2 Performance of Popular Search Goal Validation

To enhance the quality of search goals, we use binary classifiers to validate the
correctness of our extracted search goal candidates. We compare the performance of
three state-of the-art classifiers for each goal-category over the top-1200 query set
under the measure of 5-fold cross validation. The classifiers we evaluated including
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Support Vector Machine (SVM), Log-Linear Model (LLM), and AdaBoost (AB).
Table 3 shows the performance comparison of identified popular search goals of three
classifiers over three different search goal categories. The SVM achieved best F1
measure of 0.74 in average, but LLM achieved best recall of 0.654 in average.
Therefore, we use the SVM classifier to detect correct search goals for Search-Goal-
based Ranking Model in next experiment.

Table 3. The overall results of three classifiers over different search goal types

SVM LLM AB
Prec. | Rec. | F1 Prec. | Rec. | F1 Prec. | Rec. | F1
Info. | 0.927 | 0.613 | 0.734 | 0.901 | 0.611 | 0.728 | 0.865 | 0.607 | 0.713
Navi. | 0.832 | 0.667 | 0.736 | 0.808 | 0.668 | 0.731 | 0.782 | 0.581 | 0.667
Tran. | 0.847 | 0.674 | 0.749 | 0.831 | 0.682 | 0.749 | 0.812 | 0.623 | 0.705
Aver. | 0.865 | 0.648 | 0.740 | 0.847 | 0.654 | 0.736 | 0.820 | 0.604 | 0.695

4.2.3 Performance of Search-Goal-Based Ranking Model
In order to evaluate the performance of our Search-Goal-based Ranking Model
(SGRM), we employ a pseudo-relevance feedback ranking method based on Okapi
BM25 Query Expansion (QE) as the baseline. We selected top 10 search result
snippets as "relevant snippets”, and utilized top 2 expanded terms with original query
as a new expanded query to re-rank the original search results.

Table 4 shows the top-k NDCG and precision of SGRM and QE. Obviously,
SGRM outperforms QE. The reason is that, although they are both based on non-
explicit relevance feedback approach, the SGRM adopts more useful keywords (i.e.,
search goals) contained in search-result snippets instead of considering query
expansion based weighting.

Table 4. The top-k NDCG and precision of SGRM and QE
SGRM QE

Top-t snippets

NDCG | Precision | NDCG | Precision
1 72.81% | 72.81% 45.44% | 45.44%
3 78.72% | 55.62% 53.42% | 27.86%
5 82.64% | 43.86 % 59.34% | 22.78%
10 85.75% | 29.01% 63.48% | 12.02%

5 Conclusion

We have presented a novel approach to effectively extract popular search goals based
on features of search-result snippet features and click-through data features. The
experimental results show that our proposed approach is effective for suitable search
goal identification and further improve the search-result ranking.
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Abstract. Crawler is a main component of search engines. In search engines,
crawler part is responsible for discovering and downloading web pages. No
search engine can cover whole of the web, thus it has to focus on the most valu-
able web pages. Several Crawling algorithms like PageRank, OPIC and FICA
have been proposed, but they have low throughput. To overcome the problem,
we propose a new crawling algorithm, called FICA+ which is easy to imple-
ment. In FICA+, importances of pages are determined based on the logarithmic
distance and weight of the incoming links. To evaluate FICA+ we use web
graph of university of California, Berkeley. Experimental result shows that our
algorithm outperforms other crawling algorithms in discovering highly impor-
tant pages.

Keywords: World Wide Web, Search engines, Web crawling, Web Graph, Hot
pages.

1 Introduction

Nowadays, World Wide Web is the best environment for producing information, pub-
lication and accessing to the required data. However, the web is a highly dynamic
environment which is growing fast in content and developing fast in the structure
[18]. New pages are built, old pages are deleted and links are changed, all at a high
rate. Each week, 320 million new pages are added to the web graph. Every year, 20
percent of the web pages of today will disappear and 50 percent of all contents will be
changed. The web graph (link structure) will change even faster: about 80 percent of
all links (web graph) will have changed or will be new within a year [12]. The results
show how important it is for a search engine to find important pages faster (earlier) in
this vast dynamic environment.

One of the main components of the search engines is crawler. The crawler is a pro-
gram for the bulk downloading of the web pages. The aim of the crawling process is to
retrieve whole of the web content. Over the time frame of crawler development, the web
has been growing rapidly, and so crawlers need to operate efficiently and effectively.
Most crawlers will not be able to visit every possible page for three main reasons:

e The network bandwidth is expensive [2].
e The crawlers may have limited storage capacity, so it is reasonable to expect that
most crawlers will not be able to cope with all data [5].

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 263-273, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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e Crawling takes time, so at some point the crawler should revisit previously scanned
pages to prevent index inconsistency [5].

The Crawling algorithm usually uses a ranking mechanism to calculate the impor-
tance of pages as a crawling priority. In this paper, we propose a new method based
on FICA (Fast Intelligent Crawling Algorithm) [19], called FICA+, which has higher
performance than the previous algorithms. It acts based on the connection links be-
tween web pages.

The remainder of this paper is structured as follows: The next section reviews the
background and related work. In Section 3, we introduce our algorithm, FICA+. Ex-
perimental analysis and comparison to some of the well-known algorithms are given
in Section 4, and finally our conclusion and future work of research are presented in
section 5.

2 Background and Related Work

Web crawlers have been studied since the advent of the web. Nowadays, crawling
algorithms are the subject of extensive research. These studies can be categorized into
one of the following topics [5]: Crawler architecture, page selection, page update
(freshness), and change frequency estimation for web pages. This paper is placed in
the page selection category.

By retrieving important pages earlier, a crawler can improve the quality of the
downloaded pages. Methods based on link analysis have been widely used to calcu-
late the page importance such as HITS [11] and PageRank [15]. In the following some
of the well-known algorithms are considered.

PageRank is a popular ranking algorithm used by Google which measures the im-
portance of web pages. PageRank weights each link based on the importance of the
document from which it originates and the number of outlinks in the origin document.
It models the users’ browsing behaviors as a random surfer model [3][16]. In this
model a person who surfs the web by randomly clicking links on the visited pages.
When she (PageRank) reaches to a web page that does not have any outward link, she
will randomly jump to another page. PageRank assumes that a user either follows a
link from the current page or jumps to a random page on the web graph. The rank of
page j is then computed by following equation:

r(j):u+d* D r(i)/ o(i) (1)
n

ieB(j)

where n is the number of web pages and O(i) denotes the number of outgoing links
from page i, and B(j) shows the set of pages that point to page j. Parameter d, damp-
ing factor, is used to guarantee the convergence of PageRank and remove the effects
of sink pages-pages with no outputs.

There is a similar work that a new metric called RankMass has been proposed to
find highly important pages [7]. The RankMass metric is based on commonly used
variations of PageRank such as Personalized PageRank [10] and TrustRank [9] which
assumes that users’ random jumps are limited to a set of specified pages.
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In [14], breadth-first algorithm is used as a crawling algorithm. They examined the
average quality of downloaded pages during a web crawling of 328 million unique
pages and connectivity-based metric PageRank was used to measures the quality of
downloaded pages.

In [6], a comparison between some crawling algorithms including PageRank,
Backlink count and breadth-first has been done. It was found that the crawling based
on PageRank finds the hot (important) pages earlier than others.

Abiteboul, Preda and Cobena [1] proposed an algorithm called OPIC, to find the
importance of pages online in the crawling process. In their method, each page has a
value called cash. Initially all pages have the same cash equal to 1/n (n is the number
of web pages). The crawler will download web pages with the higher cash and when a
page is downloaded its cash will be distributed among the pages it points to. In this
method, each page will be downloaded many times leading to increasing crawling
time. Unfortunately, the experiments were done on a synthetic web graph including at
most 600,000 nodes with the power law distribution. There is no comparison between
OPIC and other crawling strategies.

A site-based method named largest site first has been proposed [4]. In this method
the sites with the larger number of pending pages have higher priority for crawling. It
is found that this algorithm is better than the breadth-first method.

A crawling algorithm has been proposed to schedule web pages for
(re)downloading into a search engine repository [16]. The objective of the algorithm
is to maintain the freshness of the search engine’s index based on a quality metric
using users’ experiences.

Dasgupta, Ghosh and Kumar et al. [8] proposed a new crawling algorithm in order
to discover newly-arrived content on the web. They measured the overhead of disco-
vering new content, defined as the average number of fetches required to discover a
new page. They showed that with perfect foreknowledge of where to explore for links
to new content, it is possible to discover 90 percent of all new content with under 3
percent overhead and 100 percent of new content with 9 percent overhead.

ZarehBidoki and Yazdani proposed an intelligent crawling algorithm based on
reinforcement learning, called FICA [19]. Our algorithm is based on FICA, so we
explain it in more details in the following subsection.

2.1 FICA

FICA is an intelligent crawling algorithm that models a random surfer user. FICA acts
like breadth-first method, but with a new definition of distance between web pages [13].

FICA models a user browsing the web. In the initial stages of the crawling process,
she (FICA) does not have any background (knowledge) about the web pages and selects
them only by current status and over time her knowledge gradually increases. Over time,
she learns more and more, with accumulating knowledge from the web environment she
learns which page is more important than others and improves her selections.

FICA defines two new metrics, the first is the link weight and the second is the
logarithmic distance:

e Definition 1. Link weight: if page i points to page j then the weight of the link
between i and j equals to log;oO(i) where O(i) denotes i’s out-degree.
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e Definition 2. Logarithmic distance: the distance between pages i and j is the weight
of shortest path (the path with the minimum value) or sum of link weights in the
shortest path from i to j. They denoted it with d;j. Also they denoted the logarithmic
distance between the root and page i with d;.

S
® du=TLog(2) + Log (3) = 0.77

[ J
r@ !
Root \‘.r/‘ dy.=Log(2)+ Log (2) = 0.6
v

dp =Log (2) \..
W

Fig. 1. Logarithmic distance in the crawling tree [19]

For example, in Fig. 1, the weight of outward links in pages p, q and s are equal to
log2, log3 and log4, respectively. The distance between p and t is log2+log3 and between
p and v is log2+log2. Thus, whereas both t and v are the same number of links away from
p (two clicks), v is closer to p in terms of logarithmic distance (d,,<d,) [19].

If a crawled page i has distance d; from root page, by using Definition 2 the dis-
tance of each of its child nodes is computed as follows:

d, =log(0() +d, )

If Eq. (2) was used as the selection criteria, after passing several iteration, the values
of 1og(O(i)) and d; are not comparable and almost the effect of current link’s weight
will be lost. So they proposed the following formula which is similar to the rein-
forcement learning algorithm [17].

d; =log(0()+y*d,,0<y<I 3)

The distance factor J is used to regulate the effects of parent nodes. For example, if

there is a path like i — k — [ —> j, then the effect of distance of i on j is ¥ . Eq.
(4) shows the main formula of FICA which is based on reinforcement learning [17].

ale1 =(1—0()*dj/ +0(*(10g(0(i))+;/*d[1) 4)

ieB(j),0<a<1,0<y<1
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Where ¢ is the learning rate that is modelled in Eq. (5) and log(O(i)) is the instanta-
neous punishment that the crawler receives in transition from i to j, the old distances,

d ; and d, show the distance values of pages j and i in time t respectively and d i

is the new distance of page j at time t+1. The aim of FICA is to decrease the sum of
the punishments (distances) received from the web environment.

a=e"" (5)

In Eq. (5) t shows time and /3 is a static value to control learning rate, ¢ . Initially,

the agent has little knowledge about the web pages (environment), hence & =1, as
she visits more pages, she slowly learns from environment (& decreases).

Eq. (4) used when we reach page j for the first time. In situations that a page has
different parents, the parent which produces the least distance has been chosen. Thus
Eq. (4) changes to Eq. (6) which is based on Q-learning [19].

d, =(l-a)*d, +a*miin(10g(0(i))+7*dl.r), i€ B(j) (6)

where ,B and ¥ were set to 0.1 and 0.5, respectively. Although FICA proposes a
well-defined method for crawling, but it has two major weaknesses.

FICA weaknesses. FICA has two main problems:

e Problem 1. FICA is only dependent on out-degree of web pages. As Eq. (6) shows
the main operand in FICA is O().

e Problem 2. In initial stages of the crawling process the crawler agent has little
knowledge about web environment, and it is possible it makes wrong choices in
her decisions.

Suppose page j currently has the distance 2.3 and has been reached directly through
page i (Fig. 2), the crawler then finds page j for the second time through page k.

i
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-~

-

Fig. 2. Logarithmic distance for page j [19]

Suppose page k has the distance 0.4 and an out-degree of 10. Then the distance of
page j through page k is calculated as 1.4. Since this number is smaller than 2.3, it
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will be chosen as the new distance value for page j [19]. In fact, FICA chooses a par-
ent which produces the least distance. This paper is the extended version of FICA
[19], called FICA+. In this version we eliminate the defects of previous version and
tried to cover all of the weaknesses of the old version.

3 Proposed Algorithm

At first we explain an interesting feature of the breadth-first algorithm which has an
important role in developing our new algorithm. The breadth-first crawling algorithm
traverses the graph by following its links. The distance of each crawled page from the
root (seed) is always less than or equal to that of the uncrawled pages. The breadth-
first ordering is not the best method for crawling [6], but breadth-first has an interest-
ing feature. It can discover pages with high PageRank in the initial stages of the
crawling process. Because important pages have many backlinks from different web
sites, so in the breadth-first algorithm high-quality pages have more chance to be
crawled, in [14], this issue has been proven by Najork and Wiener. They examined
the average page quality during a web crawl of 328 million unique pages. They used
the PageRank metric as benchmark. Fig. 3 shows the average PageRank (unnorma-
lized) of all downloaded pages on each day of the crawl.

8

o

Average PageRank 4
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Fig. 3. Average PageRank score by day of crawl [14]

The average score of crawled pages on the first day is 7.04 which is more than
three times the average score of 2.07 for crawled pages on the second day. The aver-
age score of pages decrease to 1.08 on the first week, then to 0.84 after the second
week, and to 0.59 after the fourth week.

According to Figure 3, we can say that the breadth-first method downloads the hot
pages in the first day of the crawling process. It happens due to the large number of
links from others pages to these pages, then the average quality of pages decrease
gradually. We use this feature of breadth-first in our algorithm.

3.1 FICA+

As was mentioned, in the initial stages of the crawling process the crawler agent has
little knowledge about web environment, and it is possible it makes wrong choices in
her decision. Furthermore, it is based on outward links. To solve these problems, we
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propose a new crawling algorithm, called FICA+ which is based on FICA, Backlink
count, and the feature of the Breadth-first method. We introduce Eq. (7) as a new
distance formula.

d,, =1-8)*((1-*d, +a*min(log(0W)+y*d)-6 O

In other words:

d i = (1-0,) * (the gained knowledge by the crawler ) (8)

— ( the weight of each incoming link which
depends on the percentage of crawled pages )

Where i€ B(j) and 0, is balancing factor in time t. We use O, to create balancing

between knowledge gained by the crawler agent and the web structure feature. Bal-
ancing factor would help her (crawler agent) in her page selection policy, especially
in the initial stages of the crawling process. So, in the early stages of the crawling

process that crawler agent does not have any background about web structure, & =1,

and 5: has its maximum value. Over time as it accumulates more knowledge about

environment, 5: will reduce linearly. In fact, FICA+ in initial stages of the crawling

process tends to the Backlink count method- to utilize the feature of the Breadth-first
method. In the final stages of the crawling process, balancing factor approaches to
zero- because in the final stages she has almost compelete knowledge about web envi-

ronment. Experimentally, we found if the initial value of 5: was in the range of [0.35,
0.45], the algorithm has high throughput, and at the end of crawling process it will

reach € = (0.01. In our experiments, we model the balancing factor, 5: as in Eq. (9):

0, =—0.39 * Percentage of crawled web pages + 0.4 9)

4 Experimental Result

In this section, we report the result of our algorithm evaluation. For evaluation of
FICA+, we used web graph of university of California, Berkeley. Our goal was to
compare FICA+ with other crawling algorithms, and see which one of them finds
more important pages (high PageRank) faster. We compare our algorithm with the
following Crawling algorithms:

e Breadth-first: The crawling process is done in the breadth-first order. Initially, the
algorithm starts with some starting URLs as the roots of the crawling tree.

e Backlink count: In this algorithm, pages with more input links are crawled first
[13], that is, pages with more input links have higher ranks.

e Partial PageRank: This method uses the PageRank algorithm [7] on the web pages
seen so far and crawls the pages with higher PageRank first.
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e OPIC: In this algorithm, all pages start with the same amount of cash [14]. Every
time a page is crawled, its cash is distributed to its outward links. In each step the
next page for crawling is the one with the highest amount of cash up to now.

e FICA: It is an intelligent crawling algorithm based on reinforcement learning that
models a random surfer user. The priority for crawling pages is based on a new
concept, called logarithmic distance, web pages with low logarithmic distance are
more important than others.

Initially, we start crawling the web with every algorithm with some starting URLs (5000
URLSs as seed URLSs). Every time by crawling k new web pages (k is set to 125,000 web
pages), we run one of the above ranking algorithms. Afterward, we sort the web pages in
the queue according to the produced ranking. This process continues until a specified
portion of the web is crawled. All methods will be run in this way with their own ranking
criteria [6]. Unlike other ranking algorithms, FICA+, FICA and OPIC are scheduling
algorithms and they do not require an additional ranking stage.

The aim of the crawling is to find hot pages. To do this, we choose the PageRank al-
gorithm as benchmark. First, the ranks of all web pages are computed using PageRank
algorithm on the entire graph. In a set of K pages, gathered from a running algorithm, a
page is hot if it exists in the first K hot pages of the benchmark ranking. Clearly, the algo-
rithm that retrieves the most hot pages will be better than others. We define throughput at
each step as a fraction of crawled hot pages to all hot pages that can be discovered.

We compared the aforementioned algorithms with FICA+ in Figure 4 on the web
graph of Berkeley University. The damping factor of PageRank, B, y were set to 0.85,
0.1, and 0.5, respectively. As the following figure shows, FICA+ outperforms all
other algorithms in the tested web graph. For example, in Figure 4, when 25 percent
of pages are crawled, FICA+ finds about 54 percent of hot pages whereas partial Pa-
geRank, FICA and OPIC find 49 percent, 45 percent, and 50 percent of hot pages,
respectively. In comparison to PageRank, FICA and OPIC, FICA+ exhibits an 6.0
percent increase in the average throughput.
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Fig. 4. University of California, Berkeley- 2,500,000 web pages
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5 Conclusion and Future Work

In this paper we proposed a new crawling algorithm called “FICA+”. This algorithm
selects each page based on its background knowledge from visited pages and the fea-
ture of web environment. In fact, it makes a relationship between the obtained know-
ledge by the crawler agent and the web structure feature. For evaluation of FICA+ we
used the web graph of Berkeley university.

The result shows FICA+ is an efficient crawling algorithm for web pages. The
main contribution of the paper is an efficient crawling algorithm that finds hot pages
faster (earlier) than previous algorithms. FICA+ does not need to save the matrix of
web graph and only a vector of web graph nodes for saving the distances of pages is
enough.

There are two directions in which we would like to extend this work. One direction
is to execute FICA+ as a crawling algorithm on a dynamic web graph and the second
direction is to evaluate FICA+ as a ranking algorithm.

Acknowledgments. This work has been partially supported by Iran Telecommunica-
tion Research Center (ITRC).
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Abstract. We propose a method for grasping the content of each Web
page and extracting a part of the Web page related to query keywords,
in order to make more effective snippets of a Web search engine. We
regard the content as a set of words in the text of a Web page, and
we generate the content-density distribution by using both the position
and the influence of the word. In our experiments, we found that the
proposed method facilitated the recognition of the content of Web pages,
as compared to conventional methods based on snippets.

Keywords: Web page recognition, content-density distribution.

1 Introduction

Currently, the Internet has witnessed a proliferation of Web pages. Although
users access Web pages in order to obtain useful information, it is difficult to
search for the Web pages that contain such information. When users perform
a search, they get a ranked list of Web pages with their summaries, which are
called result snippets [I]. Using the result snippets, users can select the pages that
contain relevant information. However, users are sometimes unable to recognize
the contents of Web pages because the snippets consist of a combination of text
strings and query keywords; these strings are not sufficiently long to determine
whether the corresponding Web page contains relevant information.

If the contents of Web pages are represented using summaries that are more
comprehensible than the snippets, users will be able to identify the Web pages
that contain relevant information. Thus, we propose a method for extracting a
relevant text string based on the content-density distribution of a Web page; this
method provides the user with an alternative snippet of the Web page, thereby
enabling him/her to grasp its content. Then, the content can be regarded as
a set of words in a text string. The content-density distribution helps users to
understand the position and influence of the content of the Web page.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 273-E82] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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2 Related Work

Ercan et al. extracted nouns from a Web page by using lexical chains for its
summarization [3]; this approach is a type of text segmentation [4J5]. Text seg-
mentation is a method for separating text into blocks; it is adopted in several
research fields including query extraction [6/10]. A lexical chain is a sequence
of words in each sentence of a Web page; each lexical chain has a lexical chain
occurrence vector. When we regard a lexical chain as a type of content, the its
occurrence vector is regarded as the position and the influence of the content.
However, it is difficult to grasp the content if there is a sudden in-text content
change; this is because a lexical chain is defined for each sentence.

Another related concept is passage retrieval [7], which involves the extraction
of parts of a Web text related to query keywords. Consequently, users can obtain
these parts or the entire Web pages. In other words, they can search for a part of
a Web text in the vicinity of the query keywords. In contrast, our objective is to
determine the position and influence of the content of a Web text; we calculate
the content related to the keywords.

Lv et al. constructed the positional language model by extending the infor-
mation retrieval model on the basis of the language model [8]. They carried out
passage retrieval without determining the size of passages, and they determined
the position and proximity of query keywords. They described the construction
of the positional language model and its application to the passage retrieval
score. In addition, they calculated the values representing the estimated word
count at each position in a Web text. Thus, they did not use the model to deter-
mine the position and influence of the content of the Web text. They evaluate
their study not on the basis of the content but passage retrieval. Moreover, if the
estimated word count is regarded as the influence of the word in a Web text, the
influence does not take the value of zero at any position in their method. In our
method, zero value of the influence of the word indicates no content of the word
in that position. Therefore, we cannot compare their method to our method.

3 Our Method

In this section, we describe the construction of the content-density distribution,
and we extract a text as a summary of the Web page. As described in Section [T}
the content-density distribution denotes the positions of the words and their
influence in a Web text. Thus, the content-density distribution reflects both the
position and the influence of the content. We construct it in the following steps:

1. Calculation of word-density distribution in a Web text
2. Construction of content-density distribution in a Web text and extraction of
a text

Before calculating the word-density distribution, we should extract words in a
text string of a Web page (Web text, in short). Therefore, we search for Web
pages using a search engine, extract the Web text, and specify the POS (part of
speech) of each word in the Web text. If the word is not in dictionary form, we
convert the word into its dictionary form.
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3.1 Calculation of Word-Density Distribution in a Web Text

We calculate the word-density distribution of each word from the extracted Web
text. The Web text is composed of a set of words, and we can recognize the
appearance position of each word in it. In addition, if we define the influence
of the word to be the highest at the appearance position, we can briefly survey
both the position and the influence of the word, and calculate the word-density
distribution. We explain its calculation using Fig. [
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Fig. 1. Weighted Hanning window function

If we extract the Web text s,,, tI* denotes the word ¢; in s,,. When we count
the words in the Web text s,,, hw[t]"?](k) denotes a value of the word-density
distribution, which is taken by the j-th word of ¢]* at the k-th word in the Web
text sm (5 = 1,2,--+) (See Fig. ). The j-th word t* appears at the position
l[t?'j], so that hw[t7"7](k) becomes the highest. The greater the distance of
the position from I[t]*7], the smaller is hw[t;-"‘j ](k). In addition, the influence
of the content may suddenly change at the end of a sentence; this is known as
a sentence separatof. We define a[t:»"'j ] as the sentence separator just before
1[t"7], and b[t7"] as the sentence separator just after I[t7"/]. In this case, the
Web text from a[t!7] to b[t*7] is a sentence. Therefore, if k is far from I[t]"7],
hw[t!7](k) would be smaller. hw([t!"7](k) is given by Equation (), which we call
the weighted Hanning window function; it has been suggested that this function
is the most useful function for extracting the influence of words [9]@:

holt™ (k) = oz ) i) <k <o) 1)
' ;S(l + coska —Il/‘[/t;n]]) (a[t:»n'j] >k, b[t:-n'j] <k)

(k=1 1< W, 0<8<1)

We use the window function because we assume that the word has an effect on
other words that precede and follow it. Therefore, we assume its effect in the
range | k — ([t;"7] |[< V;/ S is a weighting parameter whose value lies between

! For example, periods, exclamation marks, and question marks.
2 In this related work, the authors discuss the effective function to extract the influence
of the words. Then, they use this function to generate links between documents.
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zero and one, and we define this parameter in order to consider the change in the
content of a Web text. Although the Hamming window function was proposed
as an improved variant of the Hanning window function, the Hamming window
function does not take the value of zero at the tail. The Hamming window
function is not suitable for treating this influence because we assume that the
influence of the word gradually tends to zero.

We present the following example in order to provide readers with a better
understanding of word-density distribution. Fig. 2] shows the calculation of the
word-density distribution of ¢]*. We assume three ¢; in a Web text, and the words
are denoted by t71, 72 and #/*3. Then, we calculate hw[t]*'](k), hw[t7*2](k),
and hw[t73](k) by using Equation (). We also calculate hw[t7*](k) by summing
up and normalizing hw([t7*1](k), hw[tT?](k), and hw[t]*3](k).

n;l](k) _._hw[tlm.l](k)
08 hw{t,™2](k)
8 4 \ ~hw(t,™3](k)
0 ieeeeeesicee k
hw[t1 ](k)
1
8:% = hw(t;™](k)
0.4
O.% k

Fig. 2. Calculation of word-density distribution

There are several methods for integrating multiple values into one value [2].
We select the summation of all hw(t!™7](k) at each position k because summation
is an intuitive approach. Here, the word ¢]* may appear many times, in which
case we have to combine hw[t!"?](k) to construct the entire content-density
distribution. However, if we treat the summation as the word-density distribution
of ¢I”, the highest value of this distribution depends on the occurrence of t]* in the
Web text s,,. To solve this problem, we normalize hw(t]"7](k) by dividing each

Z hwl[t!7](k) by the highest value among these values. hw|[t!*](k) is defined as

> holt )
max zj: hwlt!](k)

hwlt")(k) =

7

(2)

3.2 Construction of Content-Density Distribution in a Web Text
and Extraction of a Text

After calculating the word-density distribution, we use it to construct the content-
density distribution. In this paper, we denote the content-density distribution of
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Sm as hw[@™](k), where Q™ is a query composed of word ¢!* (1 = 1,2,--- ,n)
in $y,. If the query has only one word, the word-density distribution and the
content-density distribution are equivalent.

Because the query is usually composed of two or more keywords, we need
to judge whether a set of query keywords forms content. We believe that a set
of keywords forms content if each keyword is closely located in a Web text.
We judge the existence of the content as the overlap between the word-density
distributions of keywords. In this study, we assume the presence of a range
in which the content exists if the word-density distributions overlap with each
other. Fig. [l shows the construction of the content-density distribution of s,,.
The two-headed arrows in Fig. [}] represent content related with the query Q™,
comprising ¢1* and t5’, because two word-density distributions overlap in s,,.

Al
1 w00

Fig. 3. Definition of content in the Web text sy,

Here, we construct the content-density distribution from the word-density
distributions. In much the same fashion as the construction of word-density dis-
tributions, we use the summation of each word-density distribution related to
each query keyword. If we calculate the content-density distribution related to
query keywords @™ to sum up hw[t]*](k) at each k, the content-density distri-
bution relies on the number of query keywords at the same position; thus, we
divide their summation by the number of query keywords to get hw[Q™](k) as:

1
hw(t*1(k) (hwlt?](k) >0,i=1,2,--- ,n)
ho{Q™] (k) = nz; [ti"] (k) ("] (k) @)

0 (others)

We illustrate the following example to facilitate the understanding of word den-
sity. In Fig. @ if we judge whether ¢7* and ¢5* form content, we check whether two
word-density distributions overlap in s,,. According to Fig. [l these words in the
query Q™ have the range of content. Then, we can construct the content-density
distribution related to Q™. We can regard these word-density distributions as
content-density distributions because t{* and t5" overlap with each other. Fi-
nally, we can extract three contents related to the query keywords in the Web
text s, because we can construct three content-density distributions; hw[t]"](k),
huwltg](k), and hu[Q™) (k).

Finally, we extract a part of a Web text including the content by using the
content-density distribution. If the value of the content-density distribution at
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a position is larger than a threshold, we can say that the content related to the
query Q™ exists at this position. In this paper, we regard this threshold as zero
because we believe that the content will exist, no matter how small the value of
the content-density distribution is, unless the value is zero.

hw(t,™](k) hw(t,™](k)

b D

oooo SD o hW[tzm](k)

1
0.8
“==hw[t;™](k) 82 4
02 - 7 8°%
0

kK 5
hw(t,™, t;™](k) {}

[m]

o o
S

OO0
OO 00—

%; Lah A i
DH o DI':‘Y ! kD hw(t,™](k)

nw[Q"1(k) 282

81 &
LR > hw[Q™](k
0e 1 £3% £ [Q™]Ck)
0'(2) I N G W k QM3 ™™

Fig. 4. Construction of content-density distribution

4 Experiment

The content extracted by the content-density distribution has two aspects. One
is the range of the content; the other is the influence of the content. If we evaluate
these aspects precisely, we must confirm whether our method is appropriate with
regard to these aspects. In this section, we evaluate a Web text extracted by the
content-density distribution and the position containing the highest value of
the content-density distribution in each Web text. Next, we assume that these
aspects are suitable for the content users consider useful. Then, they use the
Google AJAX Search API to obtain Japanese Web texts [12]. We describe the
evaluation of our method and the objectives of these experiments as follows:

— Evaluating the extracted Web text
We evaluate the extracted Web text, that is, whether the extracted Web text
is suitable for the content of the Web page.

— Evaluating the influence of the extracted Web text
We evaluate the position of the highest value of the content-density distri-
bution.

In order to evaluate the aspects mentioned above, we create two indicators, and
in order to conduct the experiments from the viewpoint of these aspects, we
have to create a data set for evaluating our method. We request an external
individual (collaborator) to create it in the following steps:
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1. The collaborators of the experiments generate queries composed of two fa-
miliar words to each collaborators, and they issue these queries to the Google
AJAX Search API for extracting Web texts. As described in previous sec-
tions, we define content as a set of several words; however, we treat it as two
words for the purpose of simplicity. By issuing queries to the API, we can
get eight Web texts per queryld. Thus, we can store numerous Web texts for
constructing the data set.

2. In order to construct the data set, the extracted Web texts should be parsed
to divide into words. We employ a part-of-speech and morphological ana-
lyzer [I3] to carry out the partitiorf]. The collaborators also select the answer
part of each Web text.

3. The collaborators choose a word that they believe to be the most important
part of the Web text. This part is equivalent to the answer part described
above; in this experiment, this position expresses the content of the Web
text, so that we can evaluate a method, i.e., whether this position expresses
the content or not. We call this position the answer position cy,s. We also
define the position with the highest value of the content-density distribution
as the extracted position ¢,,qz-

the answer position
government of the people, by the [peopld, for the people: - -
/

the answer part

Fig. 5. Answer part and the answer position

Fig. Bl shows the answer data in the Web text s,,. The shaded positions in
Fig. [0 represent the answer part of the word “people.” In addition, the square
shows the answer position.

In this experiment, we used 89 Web texts for constructing the data set because
some Web pages do not include the Web text. Moreover, we conduct prelimi-
nary experiments in order to obtain good parameters. As a result, we set some
parameters as W and S. W equals 0.6, and S is three times the average length
of sentences in each Web text.

4.1 Evaluating the Extracted Web Text

In this experiment, we evaluate whether the part of the Web text, which is
extracted on the basis of a threshold of the content-density distribution, coincides
with the answer part of the Web text. Thus, we compare the Web text extracted
by our method with that extracted by the Google Snippet using the answer parts
in the data set. For this comparison, we use an indicator called the concordance

3 Google AJAX Search API can return only eight Web texts as a search result.
4 MeCab is the most famous morphological analyzer for Japanese texts. This morpho-
logical analyzer processes texts faster than the conventional analyzer [11].
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rate of an answer. Equation (@) represents the indicator used for the comparison.
This indicator shows the concordance rates of an answer, the part calculated by
the numbers of words in both the answer part and the positions of the values of
the content-density distribution.
Na-e

T =y (®)
This indicator shows how much of the answer part can be extracted for evaluating
all extracted Web texts by using each method. We utilize the answer part for
the evaluation. In this equation, N, indicates the number of words in the range
of the answer extracted by all Web texts, N,.. indicates the number of words in
the answer part and the part of all Web texts extracted by our method.

When we utilize the number of words to evaluate the extracted Web text, the
number of words in the result snippet is smaller than the number of words in
our method. At this time, we are unable to compare these methods directly. To
solve this problem, we adopt the proposed method, which can extract the Web
text containing the same number of words as the proposed method.

We calculate the concordance rate of an answer to compare this rate, based
on each method. According to the results, this value based on the proposed
method is 0.1801. In contrast, this value based on the conventional method is
0.1645. Therefore, the proposed method coincides with the answer more than
the conventional method in this evaluation. This is because we consider not only
the proximity of the query keywords but also the position where the content
may change. As a result, we can precisely extract the position where the value
of the influence is large. Thus, we can say that the Web text extracted by the
content-density distribution is more appropriate for a comprehensible summary
of a Web page than a result snippet.

4.2 Evaluating the Influence of the Extracted Web Text

In the other experiment, we determine whether the influence of the content-
density distribution is suitable for c4y,s. In the paper, we denote the collaborators
believe that the influence of the content is the highest at c,,s, and the value of
the content-density distribution at c¢,q. is the highest. When c¢,,s coincides
with ¢mnez, We can say that we can extract the influence of the content using
the content-density distribution. Even though the gap between cqns and ¢y is
small, the value of the content-density distribution at c4,s is not always small.
Consequently, we cannot evaluate it using only the distance between c,,s and
Cmaz- Thus, we also define another indicator to evaluate the proximity between
the values of the content-density distribution at c4ns and ¢paz.

First, we evaluate our method on the based on the gap between ¢y, s and ¢pqa-

When we define the number of words in each Web text s, as Ny, , we utilize
these positions to define this indicator as
IP. — | Cans — Cmax | (5)

Sm
NS m
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Equation (&) represents the normalized distance between cgpns and ¢pmqq,. There-
fore, if the value calculated by Equation (@) is smaller, ¢4y is closer to ¢pqq, we
can assume that the content-density distribution grasps cgps-

We also evaluate our method based on the proximity between the value of the
content-density distribution at ¢4, and the highest value of the content-density
distribution. We define the equation to calculate the indicator as

_ hw[Q@™](cans)
Von = 1@ (ema)

In Equation (@l), hw[Q™](cans) describes the value of the content-density dis-
tribution at cuns, and hAw[Q™](cmaz) describes the value of the content-density
distribution at ¢ypa. for a query @™ in the Web text s,,. If IV, is large, we
can say that our method can precisely extract c,ns from the Web text. As a
result, we can assume that the gap between hw|[Q™](¢maz) and hw[Q™](cmax)
is small.

We evaluate the influence of extracted Web

text, whether ¢y, can grasp the answer position 1P,

(6)

of the content by combining these two indicators, ; o ¢ .

and plot the data for evaluations on a scatter di- 0.75 Lo

agram. When I P,  is small, the content-density 0.5 i'.o' ,,,,,,
distribution of the Web text s,, can grasp the ; N ot
answer position cgns. On the other hand, when 0.25 o o . N
1V, is large, the value of the content-density 0 i’ .E’. 352 o0
distribution at cqys is similar to the highest value 0 02505075 1 ™

of the content-density distribution. Thus, if the

Web text produces a good result by the two in- Fig. 6. Evaluating the influence
dicators, the content-density distribution of the of extracted Web text

Web text can grasp the content by evaluation

of the position as well as by evaluation of the

influence.

Fig. [@ shows the result calculated for each Web text. The vertical axis in
Fig. [ denotes the indicator I P, and the horizontal axis in Fig. [l denotes the
other one IV, In this experiment, the plots on the lower-right indicate the
Web text precisely extracted the center of the content by the content-density
distribution. This is because the result of the evaluation will be better, when
1P, is smaller and IV;  is larger. According to Fig. [6l 43 plot appear on the
lower-right; we can precisely extract the important part of 48% texts related to
the content from the viewpoint of both the position and the influence. When we
use the summary extracted by the content-density distribution, we can recognize
whether the content exists in one of the two Web pages. Therefore, we can show
that the range and influence of the content extracted by the content-density
distribution are appropriate.
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5 Conclusion

In this paper, we proposed a method for grasping the content of text on a
Web page in order to construct the content-density distribution related to query
keywords. For the sake of evaluation, we compared the range of the content-
density distributions and result snippets on the basis of the average concordance
rate of an answer. Consequently, the proposed method produces much better
results than conventional one. According to discussions on the influence of the
content-density distributions, users believe that the center of content in a Web
text has a larger value of the content-density distribution; moreover, we also
have to evaluate our method from the the viewpoint of time complexity.
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Scientific Research (A) #22240005 and for Young Scientists (B) #22700248.
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Abstract. Search engines present query results as a long ordered list
of web snippets divided into several pages. Post-processing of retrieval
results for easier access of desired information is an important research
problem. In this paper, we present a novel search result clustering ap-
proach to split the long list of documents returned by search engines
into meaningfully grouped and labeled clusters. Our method empha-
sizes clustering quality by using cover coefficient-based and sequential
k-means clustering algorithms. A cluster labeling method based on term
weighting is also introduced for reflecting cluster contents. In addition,
we present a new metric that employs precision and recall to assess the
success of cluster labeling. We adopt a comparative strategy to derive the
relative performance of the proposed method with respect to two promi-
nent search result clustering methods: Suffix Tree Clustering and Lingo.
Experimental results in the publicly available AMBIENT and ODP-239
datasets show that our method can successfully achieve both clustering
and labeling tasks.

Keywords: Cluster labeling, search result clustering, web information
retrieval.

1 Introduction

The utility of search result clustering (SRC) and associated cluster labeling al-
gorithms for easy access to the query results has been widely investigated [6].
Without a proper arrangement of search results, finding the desired query result
among ranked list of document snippets is usually difficult for most users. This
problem is further aggravated when the query belongs to a general topic which
contains documents from a variety of subtopics. At this point, the burden of solv-
ing inter-relations among documents and extracting the relevant ones are left to
the user. More recently; however, there are continuous research and commercial
efforts for developing online search result clustering and labeling methods [6].
Even though there exists some search result clustering algorithms, embedding
these methods in search engines is not a common practice. There are three main
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© Springer-Verlag Berlin Heidelberg 2011
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reasons behind this problem: (1) existing algorithms are not able to capture
the relationships among documents since the snippets are too short to convey
enough information about query subtopics; (2) finding descriptive and meaning-
ful labels for clusters is a difficult problem; (3) the evaluation of SRC task is not
well-defined. Motivated by these observations, we present a new search result
clustering method based on cover coefficient (C*M) [3] and sequential k-means
clustering algorithms [14].

Early works on the SRC problem include the Scatter-Gather system [13], Suf-
fix Tree Clustering (STC) [22], and Lingo [16]. Apart from those, MSEEC [12]
and SHOC [9] also contribute to the use of words proximity in the input docu-
ments. Clustering web results is also essential for mobile devices since it decreases
the amount of information transmitted, provides a more effective and informa-
tive user interface that require less interactions in terms of page scroll or query
reformulation [5] [6]. Search result diversification is another approach to post-
processing of search results. Related studies re-rank search results for presenting
documents from different subtopics at the beginning of search results list [4]
which is similar to but different from the SRC problem. Although SRC seems as
a subset of document clustering, it has distinguishing constraints coming from ef-
ficiency, effectiveness and labeling quality requirements [6]. While both keyword
extraction and labeling task of SRC are based on frequent phrases, labeling
differentiates from keyword extraction with efficiency requirement it possesses.

Note that, among all SRC methods, for comparison we study two prominent
algorithms; Lingo [I6] and STC [22]. Lingo uses singular value decomposition
to generate cluster descriptions that are crucial for user-friendly search engines.
The Lingo method is currently being used in Carrot? open source search result
clustering engine [21I]. Besides, STC introduced in [22] is based on suffix tree
data structure that enables the usage of phrases instead of single words as cluster
labels. In this method, clustering and labeling steps are accomplished using suffix
tree.

Our search result clustering method, C3M+K-means is based on C2M and se-
quential k-means algorithms. The adaptation of these two methods to the search
result clustering problem is one of the contributions of this paper. Additionally,
a new labeling approach “labeling via term weighting” is introduced. The key
contribution of this paper is the labeling evaluation strategy. To assess the ef-
fectiveness of cluster labeling, we introduce a new metric called simp_peasure;
by employing precision and recall. We provide experimental results by system-
atically evaluating the performance of our method in the AMBIENT [7] and
ODP-239 [§] test collections. We show that our method can successfully achieve
both clustering and labeling tasks [19].

2 An Approach to Search Result Clustering and Labeling

The methodology we use in this study is to extract the relationships among
documents with C?M method and to construct the final clusters through feeding
the results of C2M to the sequential k-means algorithm. We then use our term
weighting-based approach to label the generated clusters.
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2.1 Preprocessing

The first step is to clean the document text from non-letter characters and to
convert all characters to lower case. Afterwards, stopwords are eliminated and
stemming is applied by the Porter Stemmer [I8]. Finally, the terms appearing
in the 3-30% of the snippets constitute the term list (that is used for document
description).

In order to generate meaningful cluster labels, phrase discovery is a crucial
phase in SRC problem. Most of the time, a combination of words, namely, phrases
are needed to reflect the cluster content. In this study, we use suffix tree structure
[22] to extract phrases from the document snippets. Suffix tree indexes sequence
of words in the nodes and stores number of occurrences. Then, the inner nodes
with sufficient occurrences are considered as a phrase (in our experiments nodes
that occur in more than %2 of the documents are selected as phrases) and they
are added to the term list.

Before passing to the clustering phase, we index each document using its
terms that appear in the term list. The term weights are computed by using
the log entropy formula [I0] [19]. Entropy based term weighting considers the
distribution of term over documents. Finally, we reduce the weights of single-
word terms by multiplying them with a constant value, in our experiments 0.3,
and to increase the importance of phrases, they are multiplied with 0.7. Then,
we normalize the term weights of documents and the collection becomes ready
for clustering [19].

2.2 Clustering

Cover coefficient-based clustering. It is a seed oriented, partitioning, single-
pass, linear-time clustering algorithm introduced in [3]. The main goal of C3M
is to convey the relationships among documents using a two-stage probability
experiment. The efficiency and effectiveness of C?M for information retrieval
in texts has been experimentally demonstrated in [1]. To accomplish clustering
task, briefly, ten documents are selected as seed documents and for each non-
seed document we check the coverage of the document with the seed documents
and select the seed that has the highest coverage over the non-seed. If none of
the seeds covers the non-seed document, then, it is directly added to the Others
cluster. Detailed information about C3M can be found in [3].

Modified sequential k-means algorithm. K-means is a linear-time and
widely used clustering algorithm which groups given documents after the ini-
tial centroids are provided.The success rate of the k-means algorithm highly
depends on the initial cluster centroids. Therefore, we use the results of C3M
clustering to derive the centroids as accurately as possible. The input centroids
are the vectorial averages of the documents in each C3M cluster.

Sequential k-means algorithm [I4] updates the cluster centroid after each doc-
ument assignment to the cluster instead of after all documents distributed in
original k-means. We use a modified version of the sequential k-means algorithm
where we assign documents to the centroids as in k-means in the first pass. Then,
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the centroids are re-calculated according to the new distribution of documents.
At the beginning of each following pass, we empty the cluster contents. Then, we
assign each document to the nearest cluster and update that cluster’s centroid
again as:

Zjecluste,«i doc; + centroid;
|cluster;| + 1

centroid; = 1)
where |cluster;| is the number of documents in the cluster and 1 is added to the

denominator for the centroid vector in numerator.

2.3 Labeling via Term Weighting

The final step of our method is the labeling phase. We aim to assign descrip-
tive labels to clusters that reflect their contents. This step is very important
because meaningless or confusing labels may mislead users to check the wrong
clusters for the query and lose extra time. We present a novel labeling strategy
called labeling via term weighting that assesses significance of terms for clusters.
Firstly, the terms of documents in a cluster are merged, then term weighting
is applied to the clusters (by assuming them as documents). We use the same
term weighting formula as in Section 211 [I0] [19]. A single-word label generally
lacks expressiveness, so we give more weight to phrases than single-word terms
during cluster labeling as in Section 2]l For each cluster, we select the highest
weighted terms into the candidate labels list. In our experiments, we add top-
most five terms to the list. While we are assigning the final labels of the clusters
from these lists, we follow the criteria below:

Clusters are labeled in descending order of cluster size,

Label should not be one of the previously given labels to another cluster,
Phrase label candidate with less than five words is preferred (if exists),
Term with a higher weight is preferred.

3 Performance Measures

3.1 Clustering Evaluation

To be able to quantify clustering performance, we first need to define a suc-
cess measure which reflects the actual performance of clustering results as fairly
as possible, regardless of the clustering method we choose. In this paper, we
use weighted average F-measure (Wp-measure) [20] which is the average of total
weighted F-measure of each class. Intuitively, precision reflects to what extent
presented cluster includes documents of ground truth class and recall reflects to
what extent ground truth class is presented to the user. The necessary equations
to measure the similarity between a ground truth class ¢ and represented cluster
J are given.
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L class; N cluster;
precision(i, j) = cluster|
j

.. class; N cluster;
recall(i,j) = |;lass-| J
K3
F-measure(i,j) = 2x recal?(?’j) x prcicz.‘siofl(i'yj)
recall(i, j) + precision(i, j)

For each class in the ground truth we find the best matching cluster (that has
the maximum F-measure among all clusters). We are interested in weighted
F-measure to better evaluate the contribution of each class to the overall per-
formance. Clustering performance is computed as follows.

1 Nclass

class| Z (m]ax{F—measure(Lj)} lclass;|)  (5)

WF-measure = chlass
i=1

i=1

where n¢qss represents the number of classes.

3.2 Labeling Evaluation

Although human judgment is preferred to evaluate the labeling performance of
most of the SRC methods, this approach is very expensive and difficult to repeat
for different parameters. It is also difficult to compare distinct labeling methods
based on human judgment. Due to such drawbacks, we propose a new labeling
evaluation measure called Simp-peasure based on the assessment of similarity
between two labels (ground truth and generated label).

3.2.1 Comparison of Ground Truth and Generated Label

We use four similarity metrics to automatically find similarity between generated
label and ground truth label and they are semantic similarity, exact, partial and
overlap match. Each metric reflects the labeling performance of SRC methods
from different aspects. While exact match is strict to the ground truth, partial
match requires the ground truth structure (also human readability) is preserved
partially. Overlap match considers how close suggested labels are to the ground
truth. Lastly, semantic similarity finds the indirect relationship between labels.
Before applying these metrics, stopwords are eliminated and stemming is ap-
plied. If the ground truth class is Others cluster, and algorithm cluster is not,
or vice versa, the similarity score between labels is set to 0. Similarity metrics
give Boolean output; 1 for similarity and 0 for dissimilarity, except semantic
similarity.

Semantic similarity. It is a research field in artificial intelligence, that aims
to determine the similarity between concepts by mapping them into an ontology
and investigating their relationship within the ontology. In this paper, we use se-
mantic similarity to detect the similarity between the ground truth and proposed
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labels. For the experiments, we use Java WordNet Similarity Library [1I7] that
exploits WordNet [I1] as the ontology source. The semantic similarity metric
outputs a similarity value within the range of 0 and 1 to quantify the measure of
similarity between two labels. Although there are different formulations of this
metric, we are using the approach presented in [I5] that uses the information
content concept of information theory. For example, in our experiments, ground
truth and generated label pairs “News” - “Broadcasts” and “Sound Files” -
“Streaming Audio” are found to share respectively 0.90 and 0.78 similarity ac-
cording to the semantic similarity metric of [I5].

Exact match. It suggests similarity if the generated label is the same as the
ground truth or the generated label covers the other. To exemplify, when ground
truth and generated label pair is “Instruments” - “Musical Instrument,” exact
match is ensured.

Partial match. It suggests similarity if the cluster label covers the ground truth
label or vice versa. For instance, the ground truth - extracted label pair “USS
Coral Sea, disambiguation” - “USS Coral Sea” is accepted. The partial and exact
match do not cover the case when the words in ground truth change order in
generated label.

Overlap match. It aims to catch the slightest similarity between labels. If the
intersection between the label and ground truth label is not empty, then the
overlap match accepts the label. As an example; if the ground truth label is
“Editorial Illustration,” the overlap match accepts the generated label “Digital
Tllustrations.”

3.2.2 Labeling Evaluation Measure: simg-measure

In order to obtain a robust labeling evaluation metric for the entire clustering
structure, we introduce a new measure, SiMp-peasure; Pased on precision and
recall. It is inspired by [20]. In this formulation, similarity precision (simpyecision)
represents to what extent labels presented to the user resemble ground truth
labels and similarity recall (simyecan) defines to what extent ground truth labels
are reflected to the user. The methodology for computing the overall similarity
can be summarized as follows. For each class in the ground truth, we find the
matching cluster that gives the highest F-measure with the class. Then, we
compute the similarity between the labels by using one of the similarity metrics
(represented as similarity function in equation [l). After that, we sum up the
similarity scores for all classes and normalize by the number of classes to find
the simyecan. We find the simprecision by applying the same procedure to the
clusters. Finally, simp-measure 1S computed as the harmonic mean of simyecan
and simpyecision- The necessary formulation for this procedure can be derived as
follows (note that all of them have a value between 0 and 1).

sim; = similarity {label(class;), label(clusteryax p-measure(i,j)) } (6)

simj = similarity {label(cluster;), label(classymax p-measure(i,j)) (7)
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Ne .
. > j=15tm;
SUMprecision — SUMyrecall =
Ne Nclass

Neclass 7
Sy sim;

2 X 81Myrecall X Simprecision

SIMF-measure = . .
S$1Mypecall + SUMprecision

where n¢qss and n. are respectively the number of classes and clusters.

3.3 Experimental Results

In order to assess the the performance of clustering and cluster labeling algo-
rithms, we perform experiments in two publicly available datasets specific to
SRC task: the AMBIENT Dataset [7] and ODP-239 Dataset [§]. They consist
of 44 and 239 queries, respectively and 100 snippets for each query. We present
both the results of C3M and C3*M+K-means methods to discuss the effect of us-
ing sequential k-means clustering. We use a comparative strategy to derive the
relative performance of our algorithm with respect to the two state-of-the-art
algorithms: Lingo and Suffix Tree Clustering (STC). Implementation of these
methods are available in Carrot? APT [21].

Clustering results. The first step of the clustering evaluation is to prove that
the algorithm shows significant difference from random clustering according to
the Monte Carlo method [I4]. If the cluster sizes are preserved and documents are
added to the clusters randomly, we obtain random clustering. A target cluster of
a class contains at least one relevant document of the class. As a rule, the average
number of target clusters of the clustering method should be significantly less
than the average number of target clusters of random clustering [3]. The random
clustering is performed 1000 times and as a result, on the average, the proposed
method outperforms %97.3 (in AMBIENT) and %98.8 (in ODP-239) of the
1000 random clusterings. So we conclude that the proposed method performs
significantly different from random.

Table 1. Clustering results in terms of Wr-measure

Algorithm AMBIENT ODP-239

M 0.444 0.386
C3M+K-means 0.603 0.464
STC 0.413 0.510
Lingo 0.370 0.420

Afterwards, we test our algorithm in the AMBIENT and ODP-239 datasets
by using Wp-measure Success measure. Table [I] details the average results for all
queries in both datasets including the results for STC and Lingo. As seen in
this table, the proposed C3M+K-means algorithm performs the best among all
methods in the AMBIENT dataset when we look at the Wp-measure results. To
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prove that our results are statistically significantly different from those of the
other algorithms, we also run a paired t-test over We-measure Scores of all queries
in AMBIENT. With a threshold level of 0.01, we achieve statistical significance
in our results. The proposed method ranks second in the ODP-239 dataset after
STC, but the difference between the proposed method and STC is not statisti-
cally significant. Therefore, we conclude that the proposed method is successful
at clustering search results. Notice that, the usage of sequential k-means as a
secondary clustering mechanism after the C2M method increases the clustering
performance significantly.

Labeling results. Labeling performances of the proposed method are provided
in Table[2l Success rates are shown based on the previously mentioned semantic
similarity, exact, partial and overlap match similarity metrics applied on similar-
ity F-measure (SIMp-peasure) label evaluation measure. In contrast to the smaller
exact match scores by all methods in AMBIENT relative to ODP-239, we ob-
serve higher scores in the other measures. The reason behind is that the ground
truth labels, which define the meaning of ambiguous words, are too long in the
AMBIENT dataset (on average 8.6, 1.63 words in AMBIENT and ODP-239
datasets, respectively). Note that scores are low by all methods because accord-
ing to the labeling evaluation strategy, success of labeling depends on how good
clusters are obtained.

For the AMBIENT dataset, our algorithm performs best with overlap match,
while ranking second in other measures following the STC algorithm. We show
the significance of these results using a t-test as described previously. In contrast,
our method outperforms the other methods in all the success metrics in the
ODP-239 dataset (with one exception and in that case there is a tie with STC).
However, statistical significance is not observed due to the close results of the
proposed method and STC. In the light of these results, it can be concluded
that, the proposed method shows comparable performance on labeling clusters.

In fact, the automatically computed similarity metrics are more strict than
human judgment and they produce smaller similarity scores since they only com-
pare with ground truth label, while human can also consider cluster content. In
addition, automatic evaluation finds similarity between labels if they share words

Table 2. Labeling results in terms of simp-measure. Similarity between labels are decided
by exact (E), partial (P), overlap (O) match and semantic similarity (S) metrics.

Dataset Algorithm E P O S
M 0.002 0.151 0.481 0.214

C3M+K-means 0.005 0.235 0.488 0.261
AMBIENT STC 0.086 0.335 0.455 0.331
Lingo 0.049 0.209 0.406 0.225

M 0.091 0.112 0.149 0.108
C3M+K-means 0.151 0.185 0.221 0.172
ODP-239 STC 0.119 0.176 0.195 0.172

Lingo 0.112 0.144 0.168 0.137
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or have a relationship in the ontology, but human infer similarity intuitively, even
such an association does not exists. However, the disadvantage of such an evalu-
ation method is that the results may vary from person to person. Therefore, we
can say that, using an automatic similarity metric simplifies the comparison of
search result labeling methods. Inserting F-measure constraint into the compu-
tation of simp_measure provides that the cluster content should match with the
class content. This ensures that not only the label similarity is enough but also
the documents in the cluster should be common with the ground truth subtopic.

4 Conclusion

In this paper, we propose methods for solving two key information retrieval
problems; search result clustering and cluster labeling. Our study addresses the
difficulty of clustering and labeling search results. Our contribution on SRC can
be summarized as taking document relationships into account by using cover
coefficient-based clustering method and using its results as an initial clustering
structure for the sequential k-means clustering algorithm to improve the SRC
performance. We experimentally show that our approach generates meaningful
clustering structures.

A novel cluster labeling approach called “labeling via term weighting” is in-
troduced. This labeling method observes both the behavior of terms within the
documents of cluster and in the document collection. The key contribution of this
study is the proposed labeling evaluation strategy. We introduce a new metric,
similarity F-measure, by employing precision and recall, to assess the effective-
ness of cluster labeling. The resemblance between the generated and ground
truth labels is determined by semantic similarity, exact, partial, and overlap
match metrics.

Extensive experimental results for both clustering and labeling show that the
proposed method successfully cluster and label search results while maintaining a
performance competitive with the two state-of-the-art methods Lingo and Suffix
Tree Clustering. In our future research we plan to embed the proposed method
to the information retrieval interface of Bilkent News Portal [2].
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Abstract. Current web search engines perform well for “navigational
queries.” However, due to their use of simple conjunctive Boolean fil-
ters, such engines perform poorly for “informational queries.” Informa-
tional queries would be better handled by a web search engine using
an informational retrieval model along with a combination of enhance-
ment techniques such as query expansion and relevance feedback, and
the realization of such a engine requires a method to prosess the model
efficiently. In this paper, we describe a novel extension of an existing
top-k query processing technique. We add a simple data structure called
a “term-document binary matrix,” resulting in more efficient evaluation
of top-k queries even when the queries have been expanded. We show
on the basis of experimental evaluation using the TREC GOV2 data set
and expanded versions of the evaluation queries attached to this data set
that the expanded technique achieves significant performance gains over
existing techniques.

Keywords: web search engine, top-k query processing, early pruning,
early termination, term-document binary matrix.

1 Introduction

Current web search engines perform well for navigational queries which are used
to acquire particular web pages that a user has in mind. However, due to their
use of simple conjunctive Boolean filters [4], such engines perform poorly for
informational queries, which are used to acquire information about a certain
topic where the information may be on one or more web pages. To better support
informational queries, such engines should incorporate an information retrieval
(IR) model [g8], such as the term frequency-inverse document frequency (TF-
IDF) or BM25, along with a combination of enhancement techniques [§], such as
query expansion and relevance feedback. Moreover, highly optimized techniques
are needed for efficiently evaluating expanded queries because the sizes of the
expanded queries may often result in fifty or more.

There has been a large amount of work on optimization techniques including
index compression and caching [12], result caching [7], and top-k query process-
ing [11, [2], [3] [5], [6], [9], [10]. In this paper, we focus on top-k query processing

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 293-B0Z] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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techniques, which are used to find the correct top-k documents without pro-
cessing the entire posting list for each query term. This approach is especially
efficient in the case of large-scale IR systems such as web search engines, where
k is small and the posting lists can be overwhelmingly long. Much of the previ-
ous work on this approach mainly dealt with relatively short queries, not longer
queries. We have developed a novel extension of an existing top-k query process-
ing technique that enables it to efficiently evaluate informational queries using
an IR model even when the queries have been expanded. It uses a simple data
structure called a “term-document binary matrix,” which indicates which docu-
ment contains which query term. To the best of our knowledge, there have been
no reports on integrating such a data structure into top-k query processing to
increase the efficiency.

1. We describe the integration of the term-document binary matrix into the best
known top-k query processing technique, the Combined Algorithm (CA),
enabling more efficient evaluation of top-k queries even when the queries
have been expanded using enhancement techniques such as query expansion
and relevance feedback.

2. We describe our experimental evaluation of the extended technique using
the TREC GOV2 data set and expanded versions of the evaluation queries
attached to this data set and show that it performs significantly better than
CA.

The paper is organized as follows. Section 2 discusses related work on top-k query
processing. Section 3 presents the model and algorithm that are used. Section
4 describes our approach. Section 5 explains the experimental evaluation done
using the TREC GOV2 collection, describes the key results, and presents our
conclusions. The key points are summarized and future work is mentioned in
Section 6.

2 Related Work

Top-k query processing is an efficient method to retrieve top-k documents by
combining the values from sorted posting lists for query terms without process-
ing the entire lists. There has been considerable work on top-k query processing
in the IR and database communities. The IR, community has a long history of
research on efficient evaluation of vector space queries. Earlier work includes [3]
and [9]. Although Buckley and Lewit [3] and Persin et al. [9] dealt with longer
queries, their techniques are intended for relatively small collections. There has
been recent work, e.g., Anh and Moffat [I], aimed at efficient evaluation for
top-k queries for large collections, but the techniques reported mainly focus on
relatively short queries consisting of at most ten or so terms. In the database
community, seminal work has been done by Fagin [5] who introduced a family
of threshold algorithms for top-k query processing. He introduced the notion of
instance optimality and showed that his family of threshold algorithms satisfy
this notion. Inspired by his work, many researchers in both the IR and database



Efficient Top-k Document Retrieval Using a Term-Document Binary Matrix 295

communities extended Fagin’s threshold algorithms. Among them, those most
relevant to our work are those using upper level information of sorted posting
lists such as intersections of such lists [6], and those using lower level informa-
tion of sorted posting lists, such as histograms of value distributions in such
lists and/or co-occurrence statistics between such lists [2]. For the former type,
Kumar et al. [6] generalized Fagin’s threshold algorithms to the case in which
pre-aggregated intersection lists of different sorted posting lists are available in
addition to the original sorted posting lists. Although these ideas are relevant
to our approach, which uses upper level information in a term-document binary
matrix, they deal with conjunctive queries. In contrast, we focus on disjunctive
queries, which are traditionally studied in the IR community. Schenkel et al.
[10] developed an efficient top-k query processing technique using upper level
information such as indexes for pairs of terms in each document. However, their
work aims at the case in which term proximity, i.e., the distance between term
occurrences in a document, is integrated into the IR, model used. Therefore their
work is orthogonal and complementary to our work. Among the techniques using
lower level information of sorted posting lists, Bast et al. [2] proposed integrating
into Fagin’s threshold algorithms a novel access scheduling based on statistics
on such lists, such as histograms of per-term score distributions in such lists
and co-occurrence statistics between such lists. While they did not report the
instance optimality of the resulting algorithms, they demonstrated significant
performance improvements in evaluating shorter disjunctive queries. The ap-
proach of Bast et al. [2] is also orthogonal and complementary to our approach.

3 Preliminaries

3.1 Model
We describe the underlying model that is used.

Queries. We assume that a query ¢ contains m terms t1,...,t,, and that the
score of a document d for ¢ is of the form score(d) = score(w(d, t1), ..., w(d,ty))

where score is a given scoring function and w(d, ¢;) is the per-term score of d for
a term ;.

Indexes. We assume that a posting list L; is maintained for each term ¢;, that
each posting in each L; has a unique document ID and a per-term score, i.e., each
posting is of the form (d,w(d, t;)), and that the postings in each L; are sorted in
descending order by the per-term score, w(d, t;), of d for ;. As in Fagin [5], we
consider two modes of access to the sorted posting lists. The first mode is sorted
access in which the query processor obtains the per-term score of a document for
t; in L; by proceeding through L; sequentially from the top. The second mode
is random access in which the query processor obtains the per-term score of a
document for ¢; in L; in one random access. In addition, we assume that we have
a list for each term which contains only the IDs of documents containing that
term. These document-ID-only lists are used for creating the term-document
binary matrices presented in the next section.
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3.2 Combined Algorithm

We extended CA, the best known top-k query processing technique and one of
the threshold algorithms of Fagin [5]. CA combines sorted access with random
access and is appropriate when random access is expensive relative to sorted
access as in the case of IR systems. The outline of CA is following:

1. CA begins by doing sorted access in parallel for each of the sorted posting
lists, and every h steps (that is, every time the depth of the sorted access
increases by h), random access is performed to compute the total score of a
viable document seen so far but for which not all per-term scores for query
terms are known.

2. At each step of the execution of the algorithm, the query processor main-
tains the set of current top-k documents denoted as T}, based on the lower
bound score of each document seen so far, i.e., the score computed from the
per-term scores of already known query terms in that document. Then the
query processor halts when it observes that the upper bound score of each
document left outside T}, i.e., the score computed from the per-term scores
of already known query terms in that document and the last obtained per-
term scores through sorted accesses in the other query terms’ lists, is not
larger than the lower bound score of the rank-k document in T¥.

The characteristics of CA include early pruning and early termination, which
are described next.
Early pruning. Let scorepp(d) be the lower bound score of document d seen
so far:
scorerp(d) = Z w(d, t;) , (1)

t;€a(d)

and let scoreyp(d) be the upper bound score of document d seen so far:

scoreyp(d) = scorerp(d) + Z w; (2)

ti€q\a(d)
where a(d) = {ti,...,t;} € q¢ = {t1,...,tm} contains already known query
terms in d, with per-term scores w(d, t;, ), ..., w(d,t; ), and w; is the last (small-

est) per-term score obtained through sorted access in sorted list L;. Let mink be
the lower bound score of the rank-k document in Tj. The query processor safely
prunes off d when the scoreyp(d) is no longer larger than mink. Thus, CA can
keep bookkeeping cost small. Early pruning is very important for the efficient
execution of the algorithm.

Early termination. Let S be the set of documents seen so far left outside T}
and U be the set of documents which have not been seen so far. Let scoreup(S)
be the maximum upper bound score of documents in S:

scoreyp(S) = WX scoreyp d) . (3)
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And let scoreyp(U) be the maximum upper bound score of documents in U:

scoreyp(U) = Z w; . (4)

The query processor halts, yielding the correct top-k documents, when both
scoreyp(S) and scoreyp(U) are no longer larger than mink. Thus, CA can
stop without processing the entire sorted posting list for each query term. Early
termination is especially efficient in the case of large-scale IR systems such as
web search engines where k is small and the posting lists can be overwhelmingly
long.

4 Our Approach

4.1 The Key Idea

As reported by Bast et al. [2], CA shows poor efficiency when used for retrieving
top-k documents for longer queries for a number of reasons. First, the upper
bound score, scoreyp(d), computed using Equation (2), becomes looser (larger)
when the number of query terms is increased because of the increase in un-
known query terms. Looser upper bound scores restrict early pruning, which sig-
nificantly increases bookkeeping overhead. Second, the maximum upper bound
scores, scoreyp(S) and scoreyp(U), computed using Equation (3) and (4) re-
spectively, also become looser (larger) when the number of query terms is in-
creased. This restricts the possibility of early termination. Thus, CA is not effec-
tive in this scenario. To overcome these shortcomings of CA for longer queries,
we propose integrating a simple data structure B, which depends on query g,
into CA. The (4, ) entry of By is 1 if query term ¢; is contained in document
dj, and 0 if not. We call this matrix a “term-document binary matrix.” We re-
estimate the upper bound score, scoreyp(d), and the maximum upper bound
scores, scoreys(S) and scoreyp(U), more tightly by using the term-document
binary matrix. When d = d;, referring to the j-th column of the term-document
binary matrix,

scoreyg(d;) = scorers(d;) + Z w; . (5)
t;€q\a(dy)
BQ(i’j)zl
Thus, scoreyp(S) is re-estimated using Equation (3) and (5). scoreys(U) is
re-estimated using

m/
scoreyp(U) = E w; (6)
i=1
where w is ith largest value of wy, ..., w,, and m’ is the maximum co-occurrence

of query terms in documents in U, i.e., m" = maxq,ev Y. iy Bq(i,j). The m’
can be efficiently computed by calulating the co-occurrence statistics for all
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documents in a collection based on B, at the begining of the algorithm and
updating the statistics each time an unknown document is obtained during the
execution of the algorithm. CA using these tighter upper bounds leads to better
early pruning and early termination.

4.2 Term-Document-Binary-Matrix-Based Combined Algorithm

We call our version of the CA algorithm “BMCA,” short for “term-document-
binary-matrix-based Combined Algorithm.”

1. Create By for ¢ = {t1,...,tn} from the document-ID-only lists of ¢y, ..., tp.
Initialize Ty, S, U, w; and mink; i.e., Ty, < {}, S < {}, U < all documents,
w, < a sufficiently large value, and mink « 0.

2. Choose sorted posting lists and perform sorted accesses:

(a) Compute scoreyp(U). If scoreyp(U) > mink, choose the m’ sorted post-
ing lists corresponding to the largest m/' w}. Otherwise, choose the fol-
lowing sorted posting lists: {L;|3 not-yet-pruned d; € T, U S s.t. t; €
¢\ a(d;) and B,(i,j) = 1}.

(b) Perform sorted access in parallel for each of the chosen lists. When the
sorted accesses are completed,

— Maintain the last obtained w,...,w,, in the sorted posting lists.

— Maintain the set of current top-k documents, T}, based on the lower
bound score of each document seen so far; if two documents have
the same lower bound score, the tie is broken using the upper bound
scores, such that the document with the largest upper bound score
wins. A tie among documents with the largest upper bound score
is arbitrarily broken. Update mink to the lower bound score of the
new rank-k document in 7}.

— Maintain S and U.

3. Call document d viable if scoreyp(d) > mink. Every u sorted accesses (that
is, every time sorted accesses for p sorted posting lists are performed), do the
following: pick v viable documents (if any) seen so far which have the largest
upper bound scores but in each of which not all per-term nonzero scores for
t1,...,tm are known (again, ties are broken arbitrarily). Perform random
accesses for all of its (at most m — 1) missing per-term nonzero scores for
unknown query terms in each of those v documents. Update mink. If there
is no such documents, do not perform random accesses in this step.

4. Compute scoreyr(S) and scoreyg(U). If the following conditions are satis-
fied, halt and return documents in Tj. Otherwise return to step 2.

— T}, contains k distinct documents.
— There are no viable documents left outside Ty; that is, scoreyp(S) <
mink and scoreyg(U) < mink.

This algorithm consists of two phases. The first phase of this algorithm (that is,
when scoreyp(U) > mink, which means that some document in U might make
it into the final top-k documents.), is to find all the documents which could
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qualify for the final top-k documents, and the second phase of this algorithm
(that is, when scoreyp(U) < mink, which means that no document in U could
make it into the final top-k documents.), is to choose the final top-k documents
from documents found in the first phase. The algorithm optimizes the execution
of the sorted and random access, which is described next.

Optimizing Sorted Access. In the first phase, the algorithm decreases
scoreyp(U) by performing as few sorted accesses enough to decrease scoreyp(U)
as possible based on Equation (6), not performing sorted accesses for all the
sorted posting lists as in CA. This reduces sorted accesses. In the second phase,
the algorithm identifies and ignores sorted posting lists based on B, from each
of which any missing per-term nonzero score for any query term in any not-yet-
pruned document in Ty or S can not be obtained. This avoids useless sorted
accesses.

Optimizing Random Access. By Equation (5), which estimates scoreyp(d)
more tightly than Equation (2) of CA, the algorithm chooses more viable docu-
ments for random accesses than does CA. This leads to an increase in mink and
thereby better early pruning and early termination.

5 Experimental Evaluation

5.1 Setup

We used the TREC GOV2 collection. This collection contains about 25 million
web documents crawled from the gov domain during early 2004. The uncom-
pressed size of this collection is 426GB. To evaluate the performance for longer
queries, we created expanded queries from the title fields of TREC topics 701-850
using the query expansion feature of the Indri search engineEI We used 32- and
64-term expanded queries. In the experiments in described here, no stopwords
were removed. We implemented CA and BMCA on the Zettair search engineg
Because the Zettair search engine provides a standard technique for processing
the entire posting list for each query term for the pivoted cosine model [I1], we
implemented this model both in CA and BMCA. For handling sorted access,
both CA and BMCA were implemented such that they obtained a partition
of 64KB in each sorted posting list per sorted access. This partition contained
about 13,000 postings. For handling random access, we integrated the additional
data structure which assigned each document to a document vector containing
all terms in that document with nonzero per-term scores along with their scores.
Thus, both CA and BMCA were implemented such that they obtained a doc-
ument vector for each random accessf For a term-document binary matrix, we

! mttp://www.lemurproject.org/indri/

2 http://www.seg.rmit.edu.au/zettair/

3 1 and v were set as follows: u = 32 for 32-term queries, and p = 64 for 64-term
queries for the first iteration, and p = 100 for k = 5 and 10, and u = 200 for k = 50
and 100 after the first iteration for both query sizes. v = 50 for k = 5 and 10, and
v =100 for k = 50 and 100 for both query sizes.
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Fig. 1. Average execution times for standard technique, CA, and BMCA for 32- and
64-term queries for various values of k for TREC GOV2 data set

created a matrix as an array of 32- or 64- bit integers for a 32- or 64-term ex-
panded query from document-ID-only lists corresponding query terms. All runs
were performed on a single core of a 2.50-GHz Intel(R) Xeon CPU. For BMCA,
the runs were performed on condition that the term-document binary matrices
were created beforehand and cached.

5.2 Results

We compared the performance of our algorithm, BMCA, with that of a standard
technique, in which the entire posting list for each query term is processed, and
that of the original algorithm, CA. We measured the average execution time per
query. Figure 1 shows the average execution times for 32- and 64-term queries
for various values of k for the TREC GOV?2 data set. BMCA significantly out-
performed the standard technique and CA for every query size and every k.
In particular, while the performance of both CA and BMCA deteriorated as k
increased for both query sizes, the CA degration was much greater, and its per-
formance actually became worse than that of the standard technique for query
size = 64 and k = 100. BMCA showed high performance, yielding performance
gains of up to a factor of 2.7 over CA. This is because our term-document-binary-
matrix-based algorithm leads to better early pruning and early termination even
for expanded queries. Figure 2 illustrates the effects of the better early pruning
and early termination property of BMCA. It shows the number of documents
retained at each iteration during the execution of both algorithms for a 32-term
expanded query from the title field of TREC TOPIC 741 and k = 100. BMCA
pruned more documents than CA by an order of magnitude and terminated after
about three fifths of the number of iterations performed by CA. That is, BMCA
performed about three fifths of sorted and random accesses performed by CA.
We statistically analyzed this property of BMCA. Figure 3 shows the average
total number of sorted and random accesses performed by CA and BMCA, and
the average maximum number of documents retained by both algorithms, for
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Fig. 2. Number of documents retained at each iteration during execution for a 32-term
expanded query from the title field of TREC TOPIC 741 for k = 100 for CA and
BMCA
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Fig. 3. Average total number of sorted and random accesses performed by CA and
BMCA and average maximum number of documents retained by both algorithms for
32-term queries for various values of k for TREC GOV2 data set

32-term queries for various values of k for TREC GOV2 data set/] The results
shown in these figures indicate that, for longer queries, CA incurs substantial
I/0 overhead due to more sorted and random accesses along with considerable
CPU overhead due to the explosive increase of retained documents, resulting
in performance degradation for longer queries. In contrast, BMCA incurs much
less I/O overhead due to efficient early pruning and early termination based on
the term-document binary matrices along with much less CPU overhead due to
a reduced number of retained documents, even for longer queries. As a result,
BMCA has significantly better performance than CA.

6 Conclusion

Our integration of a simple data structure, the “term-document binary matrix,”
into the CA algorithm resulted in efficient evaluation of top-k disjunctive queries,

4 Similar results are obtained for 64-term queries.
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even ones expanded using enhancement techniques such as query expansion and
relevance feedback. Experimental evaluation using the TREC GOV2 data set
and expanded versions of the evaluation queries attached to this data set showed
that the resulting algorithm performed significantly better than CA. In addition,
we have studied the instance optimality of the resulting algorithm, but we will
discuss on this issue at the next chance.

The evaluation was done under the assumtion that the term-document bi-
nary matrices were created beforehand and cached because the creation from
the document-ID-only lists imposes relatively large overhead due to our farily
simple implementation of the functionality. However, the term-document binary
matrices should be created at runtime in the case of large-scale IR systems such
as web search engines because it is not realistic for such systems to create be-
forehand and cache the term-document binary matrices for a large number of
queries. We plan to re-implement the functionality using state-of-the-art tech-
niques, e.g., [I2], which should greately reduce the overhead. We also plan to
investigate the combination of our approach with that of Bast et al. [2] to achive
a more sophisticated random access scheduling.
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Abstract. In this paper, we propose a new probabilistic generative model for
topic analysis of online reviews, called Author-Experience-Object-Topic Model
(AEQOT). This model is to capture the relationship between the authors, objects
and reviews in order to improve the performance of topic analysis. The model,
as a general one, can be transformed to six simpler models, and can produce
topic-word, author-topic and object-topic distributions. Experimental results
show that the model is suitable for topic analysis of online reviews, and
outperforms other existing methods.

Keywords: Latent Dirichlet Allocation, Author-Experience-Object-Topic
Model, Social Review Network, Topic Model.

1 Introduction

Statistical topical modeling [1, 2] has attracted much attention recently due to its
broad applications in text mining and information retrieval. Particularly, the Latent
Dirichlet Allocation (LDA) model has become popular due to its solid theoretical
foundation and promising performance, and several strategies have been proposed to
extend the model in order to simulate the contexts for different purposes [3, 4, 5, 8].

On the other hand, social data available in the internet has drawn attention to
improve traditional topic analysis. For instances, the Topic-Perspective model [9]
simulates the generation process of social annotations by modeling the tag generation
and word generation process separately and incorporating the user information into
the process. The Author-Topic Model (AT) [3] extends the basic topical model to
include author information in which topics and authors are jointly modeled. Each
author is a multinomial distribution over topics and each topic is a multinomial
distribution over words. The Author-Recipient-Topic model (ART) [4] is proposed
for social network analysis, which learns topic distributions based on the direction
sensitive messages sent between entities.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 303-B14] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The online reviews, free text generated by the authors to comment on target objects
(i.e. services or products), is one popular type of social media in the current internet.
The authors, target objects as well as the reviews form a heterogeneous network,
which we refer to as social review network. Although much work has been done for
online reviews, few of them can model the review content alongside with the social
review network [7, 12]. The AT model adds an author layer to LDA, and the ART
model is conditioned distinctly on both the sender and recipient for social network
analysis. But for online reviews, the author and object is heterogeneous with the
reviews. Previous work in recommendation systems and collaborative filtering has
modeled the existence of such links from the authors to objects, but no text content
exist on those links [10, 11].

In order to utilize the social network information of online reviews, we propose an
Author-Experience-Object-Topic Model (AEOT), a new probabilistic generative
model, which models the relationships among the different entities involved in the
social review network, including the authors, objects and content of reviews.

The rest of this paper is organized as follows. Section 2 reviews related work on
topic modeling and various models for social media proposed in previous research.
Section 3 presents the proposed AEOT Model for online reviews and introduces the
parameter estimation process. In section 4, we evaluate the performance of the
proposed model based on an online movie dataset. In section 5, we conclude the paper
and present the future work.

2 Related Work

For social media, several strategies extending LDA have been proposed, which
generally employ information other than document words for topic learning.
For instance, the APT model assumes that each author write under one or more
personas, which are represented as independent distributions over hidden topics for
matching papers with reviewers [6]. The Pairwise-Link-LDA and the Link-PLSA-
LDA models jointly model both text and link for Academic Social Networks [5]. The
author-topic model [3] uses the authorship information together with the text to learn
topics. Among these models only the authorship information is incorporated into the
model.

In recommendation system and collaborative filtering domain, the users, items and
the links between them form a heterogeneous network. Generally the user and the
item are modeled together [17]. The Topic-Perspective model [9] simulates the
generation process of social annotations, by representing all related entities (users,
documents, words, and tags) as well as latent variables (topics, user perspectives) in a
unified model. FolkRank [11] is proposed to exploit the structure of the users,
resources, and tags, and the user-based assignment of tags to resources called
folksonomies for social bookmark. To our knowledge, few of work utilize the social
review network for topic analysis.
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3 Author-Experience-Object-Topic Model

In this section, we introduce the proposed Author-Experience-Object-Topic Model for
topic analysis of online reviews. This model depicts the social commenting process
and the generation process of content terms in a unified framework. This model is to
represent and connect all the observed and hidden variables of social review network
in a unified framework. By estimating this model, we can learn the topical structures
of the reviews relevant with the authors and objects.

3.1 Motivation

In web communities for online reviews, one author may write multiple reviews
towards different objects and one object may be commented by multiple authors.
Thus the authors, objects and reviews form a heterogeneous social review network.

In social review network, we assume that the content of each review entails the
hidden relationship between the author and the object. The assumption is motivated
by three reasons. Firstly each author has a different preference and style of
commenting. For the same target object and the nearly same experience, different
authors may give different review. Secondly, each object has multiple aspects which
may have different qualities. Thirdly, the author's experience on the object should
affect the content of review. For example an author might feel well after he went to
see a film because he had a nice seat. As shown in Table 1, the snippet 1 is about the
author, the snippet 2 discusses the experience, and the snippet 3 talks about the movie.

Table 1. Three textual snippets in lowercase from review18645 in IMDB

1: they recently sent me a vhs copy of their down with america trilogy and i
decided to spend an hour of my day watching it.

2: sure , the risky use of vhs instead of super 8mm or 16mm was a pain , and the
natural light was one of the most annoying things about public access films,

3: but the movie itself was fairly enjoyable. down with america concerns a
government agent , needless murder , and a book containing everything from the
unabomber's manifesto to the 1995 apple computer profit report .

3.2  The Author-Experience-Object-Topic Model

The model is designed based on the real social commenting process, in which a term
may be generated from the author, the object or the experience. In order to reflect this
nature of online review in the generative model, we adopt a switch variable x to
control the influence of the author, the object and the experience. The proposed model
is illustrated in Fig. 1 (c), where D denotes the number of reviews, N, denotes the
number of terms in review d, K denotes the number of topics, V denotes the size of
vocabulary, U denotes the number of authors and O denotes the number of objects in
the dataset. The o’ o o’ n and f§ are hyper parameters and priors of Dirichlet
distributions.
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Fig. 1. Generative models for documents. (a) Latent Dirichlet Allocation (LDA). (b) The author
model. (c) The Author-Experience-Object-Topic model.

As shown in Fig. 1, the generative process of review in the model can be described
as follows:

For each document d, sample 8 ,~Dir(a’)

For each author u, sample 8" ,~Dir(a")

For each object o, sample 8 ,~Dir(a’)

For each document d, sample A;,~Dir(n)

For each of the K topics k, sample ¢, ~Dir(f5)
For each of the N; word tokens w; in document d:

- Choose x;~ Multinomial(A;)
If x; = exp, Choose a topic z;~ Multinomial(6,)
If x; = user, Choose a topic z;~ Multinomial(6",)
If x; = obj, Choose a topic z;~ Multinomial(6"”,)
- Choose a word wi~Multinomial(¢.;)

As shown in Fig. 1 (c), our model adds an author layer, an object layer based on LDA.
Dir(n) is the prior Dirichlet distribution for choosing x among experience, author and
object for each term. The latent variable x indicates that the term is associated with
author, object or experience. Through the latent variable x, we try to distinguish
which term is associated with the author, which term is associated with the object and
which term is associated with the experience, as shown in Table 1. In fact our model
is very similar to author-topic model [3] except the generation of variable x as shown
in Section 3.4.

3.3  Gibbs Sampling Algorithms

Several methods have been developed for estimating the latent parameters in LDA
model, such as the variational expectation maximization [1], expectation propagation
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[13], and Gibbs sampling [2]. Compared to the other two methods, Gibbs sampling
often yields relatively simple algorithms for approximate inference in high-
dimensional models such as LDA. Therefore we select this approach for parameter
estimation. For our model, we derive the sampling equations for our model.

In the AEOT model, we have two sets of latent variables: z and x. The joint
probability of the z, x assignments and the words can be factored into the following

terms:
p(w,z,x)=p(wlz) p(z1x) = p(wl 2)(p(z16°) p(x = exp) M
+ p(z160")p(x =user)+ p(z160°)p(x = obj))

We draw each (z;; x;) pair as a block, conditioned on all other variables. When x=exp,
the sampling equation is:
n*+VB ni+Ka* N,+ >, @)

xef{exp,user,obj}

Pz =k,x; =explw,z_;,x_;) <

where nf, is the number of times that words are generated from experience in review
d; nz is the number of times that words assigned topic k are from experience in the

. ko . . . ko
review d; n° is the number of times that words are assigned topic k. n, is the

number of times that word in the position i of review d are assigned topic k; V is the
number of terms in the vocabulary.
When x=user, the equation is:

nfv’, + ﬂ 3 n;: + au . ng + UMYEY
n‘+Vp n“+Ka' N,+ 7, 3

xe{exp,user,obj}

Pz =kx, = explw,z,x ) e

where n" is the number of times that words are generated from author u; nZ is the

number of times that words assigned topic k are from author u; nZ is the number of

times that words are generated from author « in the review d;.
When x=0bj, the equation is:

nf,,’-l_ﬁ n£+0{0 . n:’}+77()b]
n*+VB n’+Ka’ N,+ D7, “4)

xefexp,user,obj}

Pz =k, x; = explw,z ,x ) o

where n° is the number of times that words are generated from object o; n,f is the

number of times that words assigned topic k are from object o; n; is the number of

times that words are generated from object o in the review d;.
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After a set of sampling processes based on the posterior distributions calculated with
above equations, we can estimate the parameters for any single sample using the
following equations:

n, +of n +o
92 ~ Tk D 5 eu zki 6
. n; +Ka* ) Yo"+ Ko ©
n +o’ n+pB
6’ = k k ~ W
Yo+ Ka’ ™ O = +Vp ®)

3.4  Generation of Variable x

Note that AEOT, AT and ART models all have two latent variables: z and x for each
word, where x is to control the generation of z and w. In AT [3] for each word w, an
author, x is chosen at uniform from a,, all authors of the documents. And in ART [4]
for each word w, a recipient, x, is chosen uniformly from ry, all recipients of the email.
The ACT model in [14] is similar to AT model for the generation of latent author x,,.

But in our model, the generation of x is not at random, but is chosen from a
multinomial distribution 4, which means that x is not distributed evenly in the
document. In fact the author's and the object's roles are different in the review
content. Modeling the object can achieve better performance, which suggests that the
object plays a more important role in the model than the author. It seems that the
generation of x in this paper is more reasonable than in AT and ART. For comparison,
another model is proposed which we refer to as AEOT-R. In AEOT-R model, the x is
chosen at random. Experiments show the strategy for the generation of x in AEOT
model is better than AEOT-R for online reviews.

3.5 Variants of AEOT Model

In our model, we use an additional multinomial distribution 4 (Aey Auser and Ay, ,
subject to Aexy+Aysetion=1) to record the probability that each word is generated from
the experience, the author or the object. Greater value of /., indicates a higher
probability that the word is generated from the experience and vice versa. Note that
the words with 4,,,=1 are completely generated from the experience and not affected
by the author and the object, and thus our model is degraded and equivalent with
LDA. Contrarily, the words with 4,,, = 1 are totally generated from the author. Thus
the AEOT model is similar to the AT model. Similarly the words with 4,,=1 are
totally generated from the object.

Especially if only 4,4, is set to 0, the words are generated from the experience or the
object, not from the author. If only 4, is set to 0, the words are generated from the
experience or the author, not from the object. If only 4., is set to 0, the words are
generated from the author or the object.

Summarily our model can be transformed to six simpler models, as listed below.
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LDA, when Z.,=1, Ayser=0, Aop=0;
AT, when A,,=0, Ayser=1, Aopj=0;
OT, when A,,,=0, A5e,=0, Aopj=1;
EOT, when 4,4,>0, Ayser=0, A0p>0;
EAT, when ,,,>0, Ayser>0, Aop=0;
AOT, when 2.y, =0, dyser>0, Aop>0;

Note that for document with single author the AT model in this paper is equivalent
with the AT model in [3]. And each review has only one author.

4 Experiments

In this section, we investigate the performance of the proposed AEOT model based on
a movie review dataset [19]. We also compare our model to other six simpler models
for online reviews.

4.1 Dataset

The dataset used in the experiments is from a social movie review dataset collected
from [19] by Bo Pang'. The original dataset contains 27886 html pages. From the
27886 html pages we extracted 27857 reviews contents, and their authors and movie
ids. And the information of the left 29 html pages is incomplete. For the experiments,
we selected 17657 reviews as the dataset. To further clean the dataset, stop words and
words with term frequency less than 5 or greater than 7000 are filtered out. The final
dataset used for experimentation contains 17657 reviews, 155 authors, 1540 movies,
46661 unique words and 4,970,358 word tokens. Then we randomly selected 1601,
around 9% of the reviews as a held-out test data and trained the model on the
remaining 90%. The data is available online’.

4.2  Experimental Setup

The AEOT model has five Dirichlet prior parameters. Previous research also found that
these parameters only affect the convergence of Gibbs sampling but not much the
output results [15]. So we set a’=0.5 o"=0.5, a°=0.5 p=0.05 and #=0.5 for all
experiments. For the number of topics K, we set to 50, 100, 150 and 200 respectively
in the experiments. For the training process, the number of iteration of the Gibbs
sampler is set to 1000, and the iteration number is set to 400 for the held-out test data
in all experiments empirically.

4.3  Document Modeling

In the experiments, we use perplexity as the criterion for model evaluation. Perplexity
is a standard measure for evaluating the generalization performance of a probabilistic

"http://www.cs.cornell.edu/People/pabo/movie-review-data/
2http://www.clr.org.cn/ychang/social—review/
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model. The value of perplexity reflects the ability of a model to generalize to unseen
data. A lower perplexity score indicates better generalization performance. Formally,
the perplexity for a test set of D, documents is calculated as formulation 9, where

test

k .
(9(mu.n)z, (9(mu.n): and @, ; arelearned from the training process, and p(x) and
Wa
By, ATE estimated through a Gibbs Sampling process on the test data based on the
est)

parameters learned from the training data. M, denotes the number of reviews in test
data.

Moy
Z log(p(wd | Dtmin)

perpleXity(Dm-t l Drmin) = exp(— ¢ M )
Z Nd
d
N, ) 9
log(p(wd | Dtmin)) = zlog(p(w:i | Dtmin )) ( )

k

wy

K
p(wtll I Dtmin) = p('x = e‘xp)z 0(t&s't)i¢(tmin)
k=1

k
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Fig. 2. The perplexity results of eight models with topic number K=50, 100, 150 and 200

Fig. 2 plots the perplexities of eight models being compared, introduced in the
section III-E on the test data for topic number set to 50, 100, 150 and 200 respectively.
The ULM is the abbreviation of smoothed unigram language model, where the
smoothing parameter is set to 0.05.

From Fig. 2, we can see that the perplexity values of EAT model and LDA perform
similarly, and are the best of all the eight models. It’s very strange that the performance
of EAT is so good. Further studies uncover the secret that the most of words are assigned
to the experience, and little words are assigned to the author for each review in EAT
model. That is to say, the EAT is degraded and similar to the LDA.
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However the AT performs very badly, just better than the ULM. But OT and EOT
perform similarly and better than AT. It seams that the object plays a more important
role in social review network. In fact the most of words in the movie review are related
with the target movie, and the results are consistent with our intuitive.

The AEOT works better than AOT slightly. At the same time, we note that the result
of EAT is better than AT, and EOT is better than OT. It suggests that the experience
can improve the performance and plays an important role in the AEOT model for
online reviews. In fact the role of the experience is similar to the fictitious authors in
AT Model [3], which could improve the performance of AT. However the role of
experience is limited for the AOT and AEOT perform similarly.

However the performances of AOT and AEOT are worse than the results of EAT
and LDA, but the AOT and AEOT can produce the distributions over topic of authors
and objects simultaneously from the social review network.

4.4  Two Strategies about the Generation of x

As mentioned in section 3.4, the variable x can be drawn at uniform, such as AT [3],
ART [4] and ACT [14]. We implemented the AEOT-R and AOT-R, where the x is
drawn uniformly.

5000

4500
>
= —— AOT
= A
24000 . AR
2 \ AOT-R
= AEOT-R

3500 e

ST
.\.
3000 :
K50 K100 K150 K200
number of topic

Fig. 3. The perplexity results of AEOT, AOT, AEOT-R and AOT-R models with topic number
K=50, 100, 150 and 200

For perplexity, the AEOT-R is a little worse than AEOT except for K=50 and
AOT-R is much worse than AOT, as shown in Fig. 3. Especially the performance of
AOT-R is much worse than other models. The experimental results suggest that the
drawing strategy of variable x in this paper is more efficient than that in AT, ART and
ACT for online reviews. The results provide a good suggestion for design of the
switch variable in probabilistic generative model.

4.5 Discovered Topics

Table 2 shows 9 topics discovered by LDA and AEOT respectively in the training
dataset, where the topic number K is set to 200. Each topic is shown with the top 10
words. The symmetrized Kullback Leibler (KL) distance [2] is used to find the most
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similar topic discovered by AEOT (as shown in the right of Table 2) for each topic
obtained by LDA (as shown in the left of Table 2). In machine learning there has been
less effort on qualitative understanding of the semantic nature of the learned topics.
Some work has been done on the evaluation of topic coherence [16], but there is no
standard measure for it yet. We leave the problem as future work.

In our experiments, we remained the words "the, their, them, then" in the
vocabulary, not contained in the stop word list. In most of topics discovered by LDA,
the word "the" is the top 1 word out of the top 50 words. As shown in the left column
of Table 2, there are 8 topics in which the word "the" takes the first place. But in the
topics discovered by AEOT, there is only one topic, in which the list of top 50 words
contains the word "the", as shown as topic No. 9 in Table 2. It seems that the AEOT
model could produce more coherent topics than LDA intuitively. This is a very
interesting result that we will explore how to evaluate in the future work.

Table 2. A subset of discovered topics by LDA and AEOT

No.  Topics by LDA Topics by AEOT
. trial, lawyer, court, courtroom, attorney,
the, lawyer, trial, law, court, courtroom, . .
. . judge, accused, richard, defense,
legal, attorney, firm, civil
murder

the, horse, annie, pleasantville, color,

horse, grace, redford, whisperer, annie,

2 ..
grace, redford, jennifer, tom, ross andrew, thomas, tom, sam, golf
3 the, eye, usual, todd, apt, evil, suspects, todd, singer, apt, thomas, pupil, angus,
stephen, ian, singer kurt, sally, russell, celebration
. scream, horror, scary, halloween,
the, scream, horror, Kkiller, halloween, . Y
4 slasher, killer, genre, summer, sequel,
slasher, genre, urban, scary, sequel .
williamson
. dance, musical, dancing, numbers,
the, musical, song, band, rock, songs, .. .
5 . . . songs, dancer, singing, song, sing,
singing, soundtrack, singer, sing
tango
6 boy, parents, child, children, kid, dad, child, boy, children, parents, emotional,
age, mom, older, brother heart, drama, living, tale, sister
space, mission, mars, armageddon,
the, space, armageddon, summer, bay, P g
7 crew, nasa, earth, apollo, astronauts,

team, bruce, rock, deep, impact

jokes, laughs, laugh, gags, joke, comic,
hilarious, comedies, amusing, funniest
the, girls, their, godfather, coppola,
francis, them, boys, ford, ii

team

jokes, laughs, comic, hilarious, laugh,
gags, joke, comedies, their, amusing
the, their, them, then, side, called, hand,
full, including, early

5 Conclusion and Future Work

In this paper, we presented a social review network, and proposed the Author-
Experience-Object-Topic Model for topic analysis of online reviews. This model
provides a probabilistic view to explore the relationships between authors, objects,
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reviews, topics, and words in the social review network. The proposed model can not
only produce the topical distribution of each review, but also generates the topical
distributions of each user and each object simultaneously in an unsupervised manner.
The proposed AEOT is general and can be transformed to simpler models including
LDA. Experiments on the movie review dataset that we extracted from the original
27886 review html files show that the method is promising. Furthermore, this model
also generates topical structures for authors and objects, which may be helpful for
social recommendation, review classification, author’s community analysis, target
object clustering, information retrieval for reviews, review sentiment analysis and
other review’s text mining tasks.

How to evaluate the coherence of topics produced by topic models is intractable. In
future work, we will focus on the evaluation of coherence of topics and study how to
produce more coherence topics for online reviews. At the same time, we will try to
apply the model to recommendation system. Recommender systems are usually
classified into three categories based on their approach: content-based, collaborative,
and hybrid approaches combining content-based and collaborative methods [18].
Recommendation system based on social review network may be another promising
future task. However other social datasets of different characteristics will be chosen
for experimentation to test our model's applicability in the future.
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paper is supported in part by the National Nature Science Foundation of China (Grant
No. 90820005 and 61070082). Ying Su is the corresponding author.
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Abstract. The task of predicting query performance has received much
attention over the past decade. However, many of the frameworks and
approaches to predicting query performance are more heuristic than not.
In this paper, we develop a principled framework based on modelling the
document score distribution to predict query performance directly.

In particular, we (1) show how a standard performance measure (e.g.
average precision) can be inferred from a document score distribution. We
(2) develop techniques for query performance prediction (QPP) by auto-
matically estimating the parameters of the document score distribution
(i.e. mixture model) when relevance information is unknown. Therefore,
the QPP approaches developed herein aim to estimate average precision
directly. Finally, we (3) provide a detailed analysis of one of the QPP
approaches that shows that only two parameters of the five-parameter
mixture distribution are of practical importance.

1 Introduction

Query performance prediction (QPP) has become an important problem in the
area of information retrieval (IR). These predictors aim to automatically esti-
mate the performance of queries so that different strategies (e.g. query expansion
or reduction) can be applied based on their estimated performance. The perfor-
mance of these predictors are usually compared by measuring the correlation
between the output of the predictor and query performance (e.g. average preci-
sion). However, many approaches to QPP are unprincipled, and it is unclear how
to improve their performance, or if their performance can even be improved.

In this paper, we develop a principled framework based on modelling docu-
ment score distributions that aims to predict query performance directly. Fig. 1
shows an example of a document score distribution returned for a query (when
relevance information is known). We (1) develop formulae that directly infer av-
erage precision from a document score distribution, (2) develop simple heuristics
that can estimate the important parameters of the score distribution when rel-
evance information is unknown, and (3) provide an analysis that informs us of
the most important parameters in the distributional model. This analysis helps
in narrowing the focus of future research.

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 315-B26] 2011.
© Springer-Verlag Berlin Heidelberg 2011
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The remainder of the paper is organised as follows: Section 2 reviews related
work on score distributions and query performance prediction (QPP). Section
3 outlines our principled model, before the formulae for calculating the average
precision from a mixture are introduced. In section 4, we outline three approaches
to automatically predict the performance of a query from the score distribution
when relevance information is unknown. Furthermore, we present an analysis
that shows that only two parameters of the model are crucial in the estimation
of average precision. Section 5 presents comparative results of the newly devel-
oped QPP approaches versus existing predictors. Finally, section 6 outlines our
conclusions and future work.

0.3

NON-REL mumm—
REL eIomonis

Normalised Frequency

Score

Fig. 1. A Typical Distribution of Scores Returned from a Classical IR System

2 Related Work

Modelling the distribution of document scores returned from IR systems has
been studied from a theoretical perspective since the early days of IR [13]. More
recently renewed interest has led to research that uses score distributions for
data fusion [14]. Other researchers have modelled document score distributions
for threshold filtering [I]. Others [9] have studied the generation process of the
score distribution and have provided reasons for the typical shape (Fig. 1) of the
distribution.

Automatically predicting query performance can aid information retrieval sys-
tems by enabling these systems to apply different strategies (e.g. query expan-
sion) to queries of varying difficulty. One of the earliest approaches to QPP has
been that of the clarity score [4], which measures the KL-divergence between
the query and collection model in a language modelling framework. Some ap-
proaches [I5] have measured the robustness of a ranking to perturbations and
have developed novel predictors from this, while others [7] have investigated the
clustering ability of similarly ranked documents to develop predictors.

Recent research has shown that the standard deviation (o) (i.e. dispersion) of
scores in a ranked-list is a good predictor of query performance [T0/12]5]. These
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approaches are more heuristic based and lack a deeper theoretical understanding.
The performance of predictors are usually measured by calculating the correla-
tion (i.e. linear and/or non-parametric) between the output of the predictor and
the performance of the query (i.e. usually average precision) over a set of queries.

However, to the authors knowledge, to date there has been no research that
has directed aimed to estimate the performance of a query (either using score
distributions or other methods). While some predictors use document scores
returned from a system, and use various measures of the dispersion of such
scores to develop their predictors, the methods are unprincipled and do not aim
to directly predict performance, rather some surrogate of performance.

3 Explicitly Modelling Query Performance

In this section, we present a mixture distribution that is used in this paper to
model the scores of both relevant and non-relevant documents.

3.1 Assumptions and Mixture Model

Consider an IR system that retrieves a returned set of N documents, and thus
N scores given a query (Q)). We assume that a system ranks documents inde-
pendently of each other, in accordance with the probability ranking principle
(PRP) [1I] and that the relevance judgments are binary.

The log-normal distribution has been used successfully [I4] to model scores
for fusion tasks in IR, and therefore, we adopt this distribution. The probability
density function (pdf) of the log-normal distribution is as follows:

1 (In(z)—p)?
e 202 (1)
xoV 2T
where 4 and o are the parameters. This distribution is supported from 0 to
oo and the cumulative density function (cdf) is again simply the integral of this

Px) =

function from 0 to co. The mean of the distribution is e#+"/ 2. while the variance
2 2

is (e — 1) - (e2#*97). Therefore, by rewriting these equations the method-of-

moments estimates (MME) are as follows:

i = In(m) — ;(1+m”2) 62:ln(1+nz2) )

where m and v are the sample mean and variance respectively. Therefore, similar
to previous approaches, the document score distribution can be thought of as a
mixture of relevant and non-relevant documents as follows:

P(s) = (A) - P(s[1) + (1 = A) - P(s]0) 3)

where P(s|1) is the probability density function (pdf) for the scores (s) of relevant
documents, P(s|0) is the pdf for the scores of non-relevant documents, and where
A= ]}\%[ is the proportion of relevant documents R in the entire returned set N.

! Noting that any reasonable choice of distribution can be substituted into the mixture.



318 R. Cummins

3.2 Inferring Average Precision

We will now show how average precision (a standard metric for the effectiveness
of a query) can be calculated directly from the mixture of continuous distribu-
tions. As recall is the proportion of relevant returned documents compared to
the entire number of relevant documents, the recall at score s can be defined as

follows:
recall(s) = / A P(S)\ll) ds _ / P(s|l)-ds (4)

which is the cumulative density function (cdf) of the distribution of relevant
documents (viewed from oo). Under the distributions outlined earlier for our
model, we know that recall(s) will vary between 0 and 1, (i.e. when s = 0,
recall(s) = 1 as ensured by the cdf). Similarly, the precision at s (the proportion
of relevant returned documents over the number of returned documents) can be
defined as follows:

[ Pl .
ST - P(s1) + (1= X) - P(s]0)

Now that we can calculate the precision and recall at any score s in the range
[0 : 00|, we can create a precision-recall curve. Furthermore, as average precision
can be estimated geometrically by the area under the precision-recall curve [2],
the average precision (avg.prec) of a query can be calculated as follows:

precision(s) =

avg.prec() = /0 precision(s) - dz(s) (6)

where z(s) = recall(s) which is in the range [0:1]. As these expressions are not
closed-form, they can be calculated using relatively simple geometric numerical
integration methods. It is worth noting that the formulae given for calculating
average precision can over-estimate the actual average precision value calculated
from TREC runs. This is due to the fact that recall is calculated as the number of
relevant documents in the returned set, rather than the total number of relevant
documents in the collection.

4 Estimating Parameters without Relevance Information

In this section, we develop approaches to automatically estimate (i.e. when no
relevant information is known) the five parameters of the mixture model (i.e. A,
{1, 01, po, 0o) using a number of different methods. The section is comprised
of three approaches to estimating the parameters of the mixture models. The
first two approaches are based on heuristics and the MME of parameters. The
third approach makes use of the standard EM algorithm for mixture models. We
perform an analysis to find the most important parameters in one of the new
parameter estimation approaches. Firstly Table 1 outlines the TRE(? datasets
used in this paper.

2 http://trec.nist.gov/
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Table 1. Test Collection Details

Collection # docs # topics range
Tuning LATIMES 131,896 144 301-450
AP 242,918 149 051-200
Test FT 210,158 188 251-450
WT2G 221,066 50 401-450

WT10G 1,692,096 100 451-550

4.1 Estimating Moments and Mixture

In this section we aim to estimate the sample moments so that the parameters
of the model can, in turn, be automatically calculated using method of moment
estimates (MME) from equations (2) (i.e. Section 3.1). Therefore, to estimate
the five parameters of the log-normal model using MME, we must estimate the
sample mean (m; and mg) and variances (v; and vg) for the relevant and non-
relevant document scores and the mixture parameter ().

Firstly, as the number of non-relevant documents (NR) is usually much larger
than the number of relevant documents (R) in the entire returned set (i.e. NR >
R), we can estimate the sample mean (mg) and sample variance (vg) of the non-
relevant documents by using the mean and variance of the scores in the entire
returned set (i.e. N ~ NR), as this seems a rather sound heuristic. However,
the estimation of the mean and variance (m; and v1) of relevant documents is
more problematic.

Recent research has posited that a theoretically valid distribution should be
able to approach Dirac’s delta function under the strong SD hypothesis [1]. Fun-
damentally, as IR systems are striving to separate the set of relevant documents
(R) from the set of non-relevant documents (NR), we estimate the mean (mq)
and variance (v1) of the relevant set by assuming that all documents over a
certain threshold score (min-max normalised for convenience) are relevant. Fig.
2 shows the tuningﬁ of this threshold on a separate tuning collection collection
(i.e. the LATIMES for both title and desc queries) averaged over five different
IR systems (i.e BM25, LM, Pivoted Normalisation, F2EXP [§] and ES [6]). We
can see that a common stable performance (i.e. average Spearman correlation
with average precision) for both title and desc queries, can be achieved at a
min-max normalised score of around 0.5 (i.e. midway between the minimum and
maximum score of a ranked list). Therefore, the sample mean (m;) and variance
(v1) of the relevant document scores are estimated by calculating the mean and
variance of all scores that lie in the top half of a min-max normalised score range.

At this stage, we have estimates of the mean and variance of both relevant and
non-relevant document scores, and consequently, from these we can calculate four
parameters of the mixture model using MME. However, the final parameter that
needs to be estimated is the mixture parameter . We apply a similar approach as
before and assume that all documents over a certain threshold normalised score

3 During this tuning process, the actual mixture value (1)) is assumed to be known.
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LATIMES-tifle ——
LATIMES-desc -~

Spearman Correlation with Actual Performance

. . . . . . .
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Normalised Score (Above Which Scores are Assumed Relevant) for Estimation of m1 (and v1)

Fig. 2. Estimating m; (and v1) threshold by tuning on LA Times collection averaged
over five IR systems

are deemed relevantd. Similar to the previous tuning experiment, Fig. 3 shows
the performance of the mixture model at various normalised threshold scores for
estimating the mixture parameter \. We can see that the best performance (i.e
correlation with actual average precision) occurs when assuming that very few
documents are relevant (i.e. only those scores that are at or above a normalised
score of 0.95).

Now we have estimated, albeit heuristically, all the information needed to infer
average precision without relying on relevance information. Furthermore, for all
future experiments using this MMP1 (method of moments predictor) approach,
the threshold for estimating m; and v; remain at normalised score of 0.5, and the
threshold used for estimating A is a normalised score of 0.95. As we will see in the
next section, the estimation of the mean and variance of non-relevant documents
(mg and vg) is based on a rather sound heuristic. However, the approach to
estimating the mean and variance of the relevance document scores, and the
mixture parameter, is where loss in predictive performance can be attributed.
We shall see later in the results section (section 5.1) that the estimation from
these heuristics yields very good performance compared to other predictors.
However, in the next section, we analyse the most important parameters (i.e.
my, v1, Mo, Vg, A) for the MMP1 approach outlined in this section.

4.2 Analysing Moments and Mixture

In this section, we aim to identify the parameters (i.e. mq, vi, mg, v, A) that
contribute most to the performance of the model outlined in the previous sec-
tion (i.e. MMP1). It would be beneficial to know which parameters are more

4 Preliminary experiments informed us that the number of documents above the nor-
malised score of 0.5 grossly overestimated the number of actual relevant documents,
although the estimates of m; and vy are suitable. Therefore, a separate and more
stringent threshold is needed.
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Fig. 3. Estimating A threshold by tuning on LA Times collection averaged over five IR
systems

important in terms of performance (i.e. correlation with average precision). We
measure the amount of information contained in each parameter by initially
assuming that all parameters (i.e. moments and mixture parameters) are as ac-
curate as possible (i.e. using MME when relevance labels are known). We then
substitute an estimated version of each parameter (i.e. estimated without rel-
evance labels) and recalculate the performance of the model. At each stage of
the process, a parameter is estimated using the heuristics in the previous section
(section 4.1). Therefore, when the process is complete, all of the parameters of
the model have been estimated without use of relevance information.

Fig. 4 show the results of such a processﬁ. As we view the Figure from left
to right, an estimate (i.e. without using labelled data) of each parameter is sub-
stituted into the model. It is clear from Fig. 4 that the estimation of the mean
and variance of non-relevant documents (mg and vp), and the variance of rele-
vant documents (v1) can be accurately estimated using the approach previously
outlined (section 4.1), as the correlation coeflicient does not decrease. However,
when the m; and A parameters are estimated without using relevance informa-
tion, the correlation coefficient decreases a significant amount. Therefore, the
two most important parameters in the model are the mean of relevant document
scores (mq) and the mixture parameter (), the former being the most impor-
tant. These results are averages across five different IR systems. We can report
that all of the systems tested behaved very similarly.

4.3 Motivation and Improvement

While Fig. 4 (and the results later in Section 5.1) show that the first approach
(MMP1) to estimating the mean and mixture of the set of relevant documents
seems to be effective to some degree, there is little motivation as to why this

5 The results of all other collections show similar trends.
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Wtitle

M desc

None Non-Var ~ Non-Avg  Rel-Var ~ Rel-Avg  Mixture (A)
(v0) (m0) (v1) (m1)

Fig. 4. Decrease in Spearman correlation with actual average precision as moments
and mixture are estimated (FT Collection) from unlabelled data

may be so. The MMP1 approach estimated the mean and variance of relevant
documents by using all of the scores above a normalised score of 0.5. Consider
a system which returns N documents and where K = #(||S(d)|| > 0.5) is the
number of documents that are above a min-max normalised score of 0.5 (i.e. they
have a score in the top half of the distribution). If K is small it implies that the
system has also succeeded in promoting a relatively small number of documents,
compared to the returned set N. Given the view of score distributions in Fig.
1, we can see that if the relevant and non-relevant scores are separated to a
higher degree, the performance of the query will also be higher. Given that the
distribution of document scores from systems is positively skewed, a smaller
number of documents in this set of K documents will lead to a higher mean for
the relevant documents (mq). This in turn is an indicator that there is a good
separation between relevant and non-relevant documents (and subsequently an
indiction of a good query).

The initial estimate of m; was calculated by averaging all the scores above a
normalised score of 0.5. A subsequent analysis on the LATIMES tuning collection
has informed us that for 80% of the queries, the mean of the set of relevant
document scores lies in the top half of the score distribution. However, our initial
method of estimating the mean score of relevant documents (m4) cannot return
an estimate below a normalised score of 0.5. Therefore, we now propose a small
modification to the initial estimate of mq so that a score of below 0.5 can be
achieved when it is detected that the distribution of relevant and non-relevant
document have not been seperated to a sufficient degree. Given that a small
value of K explicitly indicates good separation, the following formula give us
an updated measure of the normalised mean score of relevant documents (m})
using a simple linear combination with the original normalised m; estimate:

log(K)

o) (=)l 7

lmAll = a- (1
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where K is the number of documents above a normalised score of 0.5, IV is the
returned set, and « is a parameter we set to 0.5 for all subsequent experiments.
The left-hand side of this equation will reduce the estimate of the normalised
mean score (||m}||) when K is relatively large. Consider a query which returns
N = 10,000 documents, for which a relatively large proportion K = 4,000

lie in the top half of the distribution. The left-hand side of the equation (1 —
lloogg((14df)00000)) = 0.099) will return a low value which can reduce the initial normalised
estimate of ||mq]| below 0.5. The new estimate can be unnormalised to recover
a new updated mean mj. This updated mean m) can be used in place of m,
in the initial MMP1 approach to yield a second approach (MMP2). A further
discussion of the comparative results of these approaches is undertaken in the
results section.

4.4 Expectation Maximisation Approach

The EM algorithm is a popular unsupervised learning algorithm for estimating
the parameters in mixture models [3]. We initialised the EM algorithm with
the parameter estimates from the first MME approach (Section 4.1) that were
generated using heuristics. We ran the EM algorithm for 50 iterations. Our initial
experiments showed that the parameters converged prior to the 50 iteration.

5 Results and Discussion

In this section we present comparative results of the two QPP approaches based
on heuristics that estimate the model parameters via moments (MMP1 and
MMP2), and the approach based on the EM algorithm (EM). We then discuss
the contributions and limitations of the research undertaken. In the subsequent
results we focus on the two most popular IR systems (i.e. BM25 and LM).

5.1 Comparative Results

In this section, we compare the performance of the new QPP approaches devel-
oped in Section 4 (labelled MMP1, MMP2 and EM) against other state-of-the-art
post-retrieval approaches. The state-of-the-art baseline approaches that we use
are the clarity score [4] (a principled approach using KL-divergence), the stan-
dard deviation of document scores at 100 (¢(100)) [10], and NQC [12] also at
100 documents. We also tested the automatically tuned version of the standard
deviation [10], and the maximum retrieval score of a ranked list, and found that
the baselines presented in Tables 2 and 3 are stronger.

Tables 2 and 3 show the Spearman correlatiord of the output of each predictor
and average precision, for the approaches on four test collections for two promi-
nent IR systems (BM25 and LM). The column labelled ‘OPT” is the theoretically

5 Best results are in bold. Due to the sizes of the differences and the number of
queries in some of the test collections, statistical tests tend not to find significant
differences between most of the correlations. However, for all but the EM approach
the individual correlations are significant.
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maximum correlation of the mixture model, if the parameters could be predicted
using the MME from labelled relevance data. We can see that the new MMP ap-
proaches outperform the clarity score on most of the collections and, in general,
are comparable in performance to that of the best baselines for longer queries.
In general, on short queries, the new MMP1 and MMP2 approaches outperform
the baselines, with MMP2 noted as the best predictor. We performed statistical
testd] on the correlation coefficients of the new MMP approaches against both
baseline approaches for each collection, and found that on most of the collec-
tions, the correlation coefficients were not significantly higher. We can report
that when any of the baselines outperformed the MMP approaches the result
was not significant, but on some collections, the MMP approaches significantly
outperformed one (always the lower) of the baselines (denoted by 7). The MMP2
approach tends to outperform the MMP1 approach especially for longer queries.
It should be noted that we have not tuned the linear combination (i..e & = 0.5)
parameter in this approach.

The results of the unsupervised EM learning approach are particularly poor.
We analysed the parameters returned from the approach and determined that
the EM algorithm tends to grossly over-estimate the mixture parameter (\),
while not estimating values that are close to the actual values for i1, o1, o,
or ogp.

Table 2. Spearman correlation of output of various predictors vs average precision for
title (top half of table) and desc (bottom half of table) queries for BM25

BM25
Collection clarity o(100) NQC EM MMP1 MMP2 OPT
AP 0.393 0.280 0.265 0.037 0.511 1 0.495 1 0.87
FT 0.426 0.492 0.513 0.173 0.596 1 0.590  0.88

WT2G 0.352 0.445 0411 -0.125 0.423 0.473 0.82
WT10G 0.357 0.328 0.342 -0.031 0.298 0.344 0.74
Avg(title) 0.382 0.386 0.382  0.013 0.457 0.475 0.83

AP 0.508 0.591 0.543  0.060 0.513 0.571 0.84
FT 0.382 0.431 0.518 -0.025 0.519 0.543 1 0.86
WT2G 0.321 0.584 0.592 -0.129 0.507 0.552 0.81
WT10G 0.400 0.501 0.491 -0.042 0.411 0.456 0.72
Avg(desc) 0.402 0.526 0.536 -0.034 0.487 0.530 0.81

It is true that the methods for estimating the parameters of the distributions
are heuristic, but these can be removed when more theoretically sound methods
for estimating these are discovered. There are many approaches to query per-
formance prediction that have not been evaluated against the new approaches
developed here, but comparative studies [10] would tend to suggest that our ap-
proach is highly competitive. Furthermore, other approaches to QPP have not

7 We transformed both coefficients to z-scores and tested whether the 0.95 confidence
interval levels overlapped.
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Table 3. Spearman correlation of output of various predictors vs average precision for
title (top half of table) and desc (bottom half of table) queries on for a Jelinek-Mercer
Language Model

LM
Collection clarity ¢(100) NQC EM MMP1 MMP2 OPT
AP 0.387 0.170 0.205 0.184 0.389 1 0.378 ¥ 0.89
FT 0.467 0.432 0.467 0.105 0.442 0.469 0.89

WT2G 0.335 0.467 0.428 -0.158 0.453 0.514 0.80
WT10G 0.246 0.276 0.253 0.040 0.523 ¥ 0.537  0.76
Avg(title) 0.358 0.336 0.338 0.042 0.451 0.474 0.83

AP 0.525 0.519 0.456 -0.038 0.430 0.499 0.86
FT 0.414 0.296 0.368 0.002 0.347 0.388 0.87
WT2G 0.249 0.533 0.517 -0.139 0.513 0.577 + 0.82
WT10G  0.333 0.567 0.455 0.017 0.381 0.482 0.75
Avg(desc) 0.380 0.478 0.449 -0.039 0.417 0.486 0.83

aimed to explicitly estimate the performance measure in question. One inter-
esting practical advantage of the predictors developed here is that they can be
easily modified to predict other performance measures.

6 Conclusion

In this work, we have developed new query performance predictors that explicitly
aim to predict average precision. The new predictors (MMP1 and MMP2) based
on estimating the moments and mixture parameter are comparable to state-of-
the-art predictors. Furthermore, an analysis of the parameters of the predictor
has determined that only two parameters (m; and \) are of crucial importance
to the performance of the predictor. This analysis aids in narrowing the focus
of future work. In a broader IR sense, it follows that only these two parame-
ters are of importance to any IR application using score distributions. Future
work, involves researching other unsupervised learning approaches to parameter
estimation in the hope that they may yield higher performance predictors.
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Abstract. The conventional algorithms for text clustering that are based on the
bag of words model, fail to fully capture the semantic relations between the
words. As a result, documents describing an identical topic may not be
categorized into same clusters if they use different sets of words. A generic
solution for this issue is to utilize background knowledge to enrich the
document contents. In this research, we adopt a language modeling approach
for text clustering and propose to smooth the document language models using
Wikipedia articles in order to enhance text clustering performance. The contents
of Wikipedia articles as well as their assigned categories are used in three
different ways to smooth the document language models with the goal of
enriching the document contents. Clustering is then performed on a document
similarity graph constructed on the enhanced document collection. Experiment
results confirm the effectiveness of the proposed methods.

Keywords: Text clustering, Wikipedia, Smoothing, Language models.

1 Introduction

With the fast growth of text data in management systems and on the web, it is
essential to develop efficient methods to organize the content of text documents. Text
clustering is a fundamental method for organizing large number of documents, and
can also be used to enhance the performance of information retrieval systems.
However, most of the previous text clustering algorithms are based on the “bag of
words” (BOW) model in which the semantic relations between the words are not
considered. In BOW approach, a document is represented by its individual terms and
their frequencies in the document’s content. However, two documents describing the
same topic may falsely be categorized into different clusters if they use different sets
of words that are not necessarily identical but have semantic relations (e.g.,
synonymy). This issue negatively affects the reliability of the text clustering results.
One way to overcome this drawback is to use background knowledge to enrich the
documents.

WordNet, ODP, and Wikipedia have already been used to improve document
clustering. WordNet has limited coverage. It mostly contains common words but not
scarce ones. In that sense, using WordNet may cause information loss [10]. In

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 327-B39, 2011.
© Springer-Verlag Berlin Heidelberg 2011
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contrast, Wikipedia is a large online repository which contains millions of articles and
is regularly updated. It has a widespread coverage over different concepts and is more
complete than other resources. In this paper we propose to utilize Wikipedia to
enhance the results of text clustering. There have been few attempts to use Wikipedia
to improve text clustering [9]. These methods mostly extract features from Wikipedia
for documents to enrich their contents [10].

In this research, we adopt a language modeling approach for text clustering and
propose to smooth the language models of text documents using Wikipedia articles in
order to enhance the content of the documents. Language modeling has recently been
successfully applied to many different information retrieval and text mining problems
[13] and smoothing has been shown to be a critical part for many of these solutions. A
short document pertaining to a particular topic may not contain all the words related
to that topic. As a result, it becomes unlikely to have all related words in the language
model, a problem addressed by smoothing in order to enrich the documents.
Smoothing refers to the adjustment of the maximum likelihood estimator of a
language model so that it will be more accurate [14]. When estimating a language
model based on a limited amount of text, smoothing is extremely important.

In this paper, we propose two smoothing methods and for each method, we define
a neighborhood of the Wikipedia articles, the target neighborhood, for each text
document to smooth the content of documents. In the first method we extract the top
features of each document, which are the terms, and define the target neighborhood in
Wikipedia using these features. Intuitively, since top features are appropriate
representatives of the document, document expansion based on these features can
enhance the document content. In the second approach the content similarity of the
documents and Wikipedia articles are used to define the neighborhoods. We also
propose to combine the two methods and use both neighborhood sets for smoothing to
benefit from the advantages of both methods.

After smoothing, we model the smoothed documents by a graph constructed
upon the language models, and perform link-based clustering on the resultant graph.
For link-based clustering, we use a link-based algorithm proposed in [12]. For
baseline we use the K-Means algorithm on the BOW model. Our experiments on
Reuters-21578 [15] and 20-newsgroup (20NG) [16] show that both proposed
smoothing methods improve the clustering results, and the combination of them
provides the best performance, confirming the power of proposed methods in
enriching document contents using Wikipedia articles. Link-based clustering of the
documents has also shown to be superior to the traditional content based clustering
method, K-Means.

The rest of this paper is organized as follows. In section 2 we review some related
works. Section 3 introduces the proposed smoothing methods based on Wikipedia
articles and presents construction of the document similarity graph and link-based
clustering algorithm. Experimental results are described in section 4. Finally we
discuss our main results and conclude the paper in section 5.
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2 Related Works

A number of different methods have been applied to improve basic text clustering
algorithms. Recently the research on utilizing background knowledge and ontology to
enhance text mining tasks such as text classification and clustering is increasing.

In [1], WordNet is used to improve text clustering. They enrich the term vector of
each document using three different strategies based on WordNet concepts. Another
algorithm that represents the vector of text documents using WordNet is introduced in
[2]. Both these researches somehow resolve the problem of BOW model. But they
have some limitations. WordNet covers a limited number of words and is focused on
common words not rare ones. Another problem is that most of the descriptions
presented by WordNet for each term are too short.

Another resource studied in recent researches is Wikipedia. Though using
Wikipedia is more difficult because it is not as structured as WordNet, but researches
on utilizing Wikipedia to enhance text mining are growing recently because it is wide-
spreading and rectifies the limitations of WordNet. In [3] and [4], a method was
proposed to incorporate encyclopedia knowledge with text classification systems.
Wikipedia was also used in [5] to improve text categorization. Other text mining tasks
have been enhanced by Wikipedia, such as cluster labeling [6]. Wikipedia can also
improve information retrieval, for example in [7] Wikipedia was used for query
expansion and relevance feedback.

In addition, Wikipedia has been used for text clustering. The representation of
short text documents are improved using Wikipedia features in [8]. In [9] an
algorithm is presented which maps the terms in the text documents into Wikipedia
concepts and the term vector of the document is reduced to a vector of Wikipedia
concepts. They also compare Wikipedia with WordNet and show that most of the
terms in a document that are appropriate features for the document are not covered in
WordNet but they are included in Wikipedia concepts.

Beside the concepts of Wikipedia, the categories of the articles have also been
utilized to improve text clustering [10]. Although these methods show improvement
in text clustering using Wikipedia, they have some limitations. They use Wikipedia to
add new features to the document mostly using concepts and categories of the articles.
But Wikipedia has a rich content for each article that can also be used to improve text
clustering. In this paper we use the whole content and the categories of Wikipedia
articles to smooth the language models of text document to enrich the documents and
enhance text clustering.

3 Wikipedia-Based Smoothing

In this paper we propose to utilize Wikipedia to improve text clustering. Our approach
is to smooth the language models of the text documents using Wikipedia articles in
order to enrich the documents. We then construct a document similarity graph using
the method proposed in [11] and based on the contents of the enriched documents.
The document similarity graph is a graph of documents citing each other, where the
weighted links are induced from the new, improved contents of documents. We
finally cluster the documents using the result graph.
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For the first step we propose two smoothing methods and for each method, we
define a neighborhood of the Wikipedia articles for any of the text documents. Next,
we smooth each document using the given set. Wikipedia articles have different parts;
in both proposed methods we choose to use the content and the categories of the
articles for smoothing and discuss the effects of each part. The contents of Wikipedia
articles are very rich as they are encyclopedia knowledge on the subject of the
articles; and thus can be used for expansion and enriching text documents. Wikipedia
contains a hierarchical categorization system, and each article belongs to at least one
category. The category information of each article is an appropriate summarized
narration of its subject and therefore is suitable for enriching documents.

In the first proposed method, “Top-Feature Smoothing”, we extract the top features of
each document and define the target neighborhood in Wikipedia using these features. In
the second approach, “Similarity Smoothing”, the content similarity of the documents
and Wikipedia articles are used to define the neighborhoods. We also propose to combine
the two methods and use both neighborhood sets for smoothing to benefit from
advantages of both methods. The details of these algorithms are described below.

3.1 Top-Feature Smoothing Algorithm

For this algorithm we first extract the top m features of each document. We rank the
document features using:

Score (w, d) = TF (w, d) * log (IDF (w)) . (D

where, w is a word in the document d and Score(w, d) is the score of w as a feature of
document d indicating the importance of w in d. TF(w, d) is the raw frequency of w in
document d, and IDF(w) is the inverse of the document frequency of the word w in
the whole collection. For each document, we rank its words based on this score and
select the top m words as top features of the document: f;, f>... f,.

Next, we use these features to define a neighborhood of Wikipedia articles for each
document d. For this purpose, we match each feature f; with Wikipedia concepts,
considering the titles of Wikipedia articles as Wikipedia concepts. We bring in all
Wikipedia articles whose titles match f; and construct a set of Wikipedia articles for each
feature. The neighborhood set of d, named S, is defined as the union of all these sets and
is used to smooth the document d. Smoothing is done in two steps. In the first step, the
raw content of the document is smoothed using Dirichlet prior smoothing method [14]:

Ps(W 1d) = () (W I )+ (E)* pw1S) . @

In the second step, the smoothed content of the previous step is smoothed with the
contents of the whole collection:

p(wld)=(1-B) * ps(wId) + B * pm(w | C) . 3)

In the above equations, C is the whole collection of the documents, py; is the
maximum likelihood estimation, and Idl is the length of the document. Here, f and u
are smoothing parameters; and p(w | S) is computed in two ways:
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1. TopF-Content: In this method, we only use the content of the Wikipedia
articles for smoothing, and p(w | S) is:

m

P2 (w1S) = D i o (WID) - @
i=1
where, Dy is the set of Wikipedia articles corresponding to feature f;. Since the top
features of the document have different importance compared to each other, we
combine their language models in a weighted manner, and define o as:

m
2 * (m-it1)
o m*(m+1) , Zai 1 (5)

2. TopF-Content&Cat: As described before, beside the content of the Wikipedia
articles, we also use the categories of each article for smoothing. We combine the
language model of the articles with the language model of categories. For this
purpose, we define py;(w | Caty) as the probability of w occurring in the categories of
the articles in Dy; and we linearly combine this probability with py,(w | Dy). In this
method, p(w | S) is calculated as follows:

m

p2(WIS) = D" [(1 =7) * paa (WD) + 7+ by, (WICaty)]. ©)
i=1
Here, weighting scheme is similar to equation (4); and y is a parameter for
combining the probabilities.

3.2 Similarity Smoothing Algorithm

In our second smoothing method, the language model similarities are used. We define
the distance between two text documents based on the Kullback-Leibler divergence
(KL-divergence) measure between their language models:

Dist (d;, dj) = KL-divergence (6(d;), 0(dy)) . ©)

Where, 6(d;) is the language model of the document d;. We compute the distance
measure defined above between each document and all Wikipedia articles. Then we
smooth the documents using the two stage smoothing method described in section
3.1, equations (2) and (3); only the parameter p(w | S) is different in this method; it is
computed in two ways:

1. Sim-Content: In this method we use the contents of Wikipedia articles weighted
based on the similarity between the articles and each document; so p(w | §) is:

ps(WlS) = > B, P (wlay). (®)

aj is a Wikipedia article

where a; is a Wikipedia article and the summation is performed on all Wikipedia
articles for the document d. This summation is weighted by the KL-divergence
distance between the document and Wikipedia articles, so the articles which are more
similar to d will have more effect on its language model:
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1

G ) /
Dist (d, aj !
Bi = ist ( al) D N D = Za] is a Wikipedia article Dist (d, a]) ' (9)

2. Sim-Content&Cat: In this approach, both content and categories of the
Wikipedia articles are used for smoothing. Therefore p( w | S) is:

BIS= D BNy (W) vy (WICa)] . (10)

a; is a Wikipedia article

Here, Cat, is the set of categories of the article a; and v is the parameter for combining
the language models.

3.3 Combination of the Two Methods

“Top-Feature Smoothing” and “Similarity Smoothing” algorithms can be used
together for smoothing a document taking advantage of both methods. Similarity
smoothing benefit from all Wikipedia articles, while Top-Feature smoothing
increases the effect of the words resembling top features of the document. We again
use the two stage smoothing formula in section 3.1; except in this method p(w | S) is:

Ps(W1S) =a* pa(W1S) + (1-0) * py(W | S) . Y

Here, a is a parameter to control the effect of each part.

3.4  Construction of the Document Similarity Graph and Link-Based Clustering

After smoothing, we model the smoothed documents with a directed graph by using
the method proposed in [11]. This method considers each document as a query ¢; and
then defines D;,;; as a set of top documents returned by some initial retrieval algorithm
in response to the query g. As defined in [11], the top n generators of a document o €
D;,i;, denoted TopGen(o), is the set of n documents g € D,,;- {d} that yield the highest
Dg(0), where, p,(.) is the unigram language model induced from g. Then the graph is
defined as:

Wiy (o) { p,(0) 1ngTopGen(.o) (12)

0 otherwise;

So the links created between document o and other documents are weighted based on
the probability which their induced language model assigns to o. Because the links are
weighted, we set n = |D,,;| and consider all generators instead of selecting top n. Then
we cluster the resultant graph to achieve a clustering for the documents. In all parts of
this paper when we talk about modeling documents with a graph, this algorithm is
used. To cluster the graph of the documents, we applied a link-based clustering
method [12]. This algorithm needs an initial clustering of all nodes of the graph as its
input which can be a random clustering. In this algorithm, for each node n; we
examine all its adjacent nodes, and assign n; to the cluster which includes more
neighbors of n;. This algorithm can be extended for using in graphs with weighted
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edges, as in our research. In this case, we use the summation of the weights of the
edges between n; and its neighbors, instead of the number of the adjacent nodes in
clusters. Given K clusters, we define the assignment of n; to cluster c,, as x; ,, where
x; m = 1 if n; is in cluster c,, and O otherwise. We represent our graph with a matrix M,
where m; ; indicates the weight of the edge from n; to n;. Then, we rank all clusters for
n; based on the score defined as: Score(n;, ¢;,) = X [(my; + my;)*X; ).

Then n; will be assigned to the cluster which has the highest score. All nodes are
reassigned iteratively until no reassignment is possible or a specific number of
iterations have been performed. After smoothing the documents and modeling them
with a graph as described before, we use this algorithm to cluster the resultant graph.
We have given different random clusterings of nodes as input to this algorithm, but
the best results were achieved when the results of K-Means were given as input to the
algorithm. Thus, in all experiments on graph clustering we used the result of K-Means
as input of the graph clustering algorithm.

4 Experiments and Results

The Wikipedia articles are available in form of database dumps and are updated
periodically. They can be downloaded from http://download.wikipedia.org. The
version we have used in this research was released on May, 2009. It contains about
3,000,000 articles. The experiments are performed on two datasets: Reuters-21578
[15] which contains 21,578 documents and 135 categories and 20-newagroup (20-
NG) [16] with 19,997 documents and 20 classes.

4.1 Evaluation Metrics

Three metrics are used in this research to evaluate clustering quality: purity [17], f-
score [18] and normalized mutual information (NMI) [19]. Given a dataset with N
documents and M classes in which documents are labeled as C = (c;, ¢, ... ¢y), if our
algorithm generates K clusters Q = (q;, q» ... k), then purity measure of a cluster is
defined as:

1
purity (Q,C) = NZ max; |qi n c]-| . (13)

1
Purity is used extensively in clustering tasks but it increases as the number of clusters
increases and equals to 1 when each document is in an individual cluster. Thus, we
also use other metrics for evaluating the clustering. The f-score measure combines
precision and recall: F-score = [2 (precision * recall)] / (precision + recall); and NMI
is defined as the mutual information between the clustering results (Q) and the class
labels (C):
1(X;Y)

NMIX,Y)=——"T""T""—"—
( ) (logM+log K)/2 (14)

where X is a random variable for cluster assignments and Y is a random variable for
class labels. Unlike purity, when the number of the clusters increases, NMI does not
necessarily grow. The values of the three measures described in this section range
between 0 and 1, and the higher values indicate better clustering results.
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4.2 Baselines

In text clustering, the number of documents is high, and the feature space will be very
large. Thus we need a clustering algorithm which can address these two issues. K-
Means [18] is a partitioning algorithm which iteratively calculates the cluster centroids
and reassigns each document to the closest cluster until no document can be reassigned
or a specific number of iterations has been performed. The time complexity of K-Means
is linear in the number of documents and it is the most widely used algorithm for text
clustering [18]; therefore we apply it as the baseline method in this research: K-Means,
is K-Means clustering method with cosine similarity measure. We also perform another
experiment as baseline: Link-based, is the link-based clustering algorithm described in
section 3.4 performed on the similarity graph constructed upon initial documents. The
results achieved on baseline experiments are shown in Table 1.

Table 1. Baseline experiments on Reuters-21578 dataset

Experiment | Purity | F-score | NMI
K-Means | 0.538 | 0.323 | 0.431
Link-based | 0.562 | 0.330 | 0.438

We conducted several experiments to evaluate our proposed algorithms. The
details of the experiments are described in the remainder of this section.

4.3 K-Means Clustering of the Smoothed Documents

After smoothing documents using the three methods described in section 3, and
before construction of the similarity graph, we clustered documents using K-Means
algorithm. In the first set of experiments, K-Means-TopF-Content, we used K-
Means to cluster the documents smoothed using the contents of Wikipedia articles
and specifically the proposed TopF-Content smoothing algorithm. In the second set of
experiments, K-Means-TopF-Content&Cat, we applied K-Means to documents
smoothed with the contents as well as categories of Wikipedia articles, the proposed
TopF-Content&Cat algorithm. The results on the Reuters-21578 dataset are shown
in Table 2 (Numbers in parentheses show the percentage of improvement compared
with the baseline experiment presented in each table).

Table 2. Comparison of K-Means-TopF-Content and K-Means-TopF-Content&Cat with
baseline on Reuters-21578

Experiment Purity F-score NMI

K-Means (baseline) 0.538 0.323 0.431
K-Means-TopF-Content 0.572 (6.3%) | 0.332 (2.8%) | 0.455 (5.6%)
K-Means-TopF-Content&Cat | 0.585 (8.7%) | 0.338 (4.6%) | 0.463 (7.4%)

In Top-Feature smoothing we tested different values for parameter m and the best
result was achieved for m = 8. Thus in all experiments with this smoothing algorithm,
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we set m = 8. In Dirichlet prior smoothing we set ¢ = 2000 due to the research in
[14]. In the second smoothing step, we set f = 0.5. Parameter y for combining content
and categories is set to 0.1; and a = 0.5 in the combination of two smoothing methods
so that both algorithms have same effect in the combination.

From the performance results in Table 2, it is observed that clustering results are
enhanced after applying Top-Feature smoothing. The same experiments are
performed for Similarity smoothing algorithm and the combination of the two
smoothing methods: K-Means-Sim-Content: applying Sim-Content smoothing and
cluster documents by K-Means algorithm. K-Means-Sim-Content&Cat: applying
Sim-Content&Cat smoothing and cluster documents by K-Means algorithm. K-
Means-Combination: applying combination of TopF-Content&Cat smoothing
method with Sim-Content&Cat smoothing algorithm. The results of the experiments
are shown in Table 3.

Table 3. Comparison of K-Means-Sim-Content, K-Means-Sim-Content&Cat and K-Means-
Combination with baseline on Reuters-21578

Experiment Purity F-score NMI

K-Means (baseline) 0.538 0.323 0.431
K-Means-Sim-Content 0.561 (4.3%) || 0.331 (2.5%) || 0.451 (4.6%)
K-Means-Sim-Content&Cat | 0.569 (5.8%) | 0.335 (3.7%) | 0.458 (6.3%)
K-Means-Combination 0.597 (11 %) | 0.346 (7.1%) | 0.470 (9%)

As indicated in Table 3, Similarity smoothing improves text clustering results. The
combination of the two smoothing methods improves clustering purity by the factor
of 11% compared to the baseline which is the best performance among these
experiments. From the results in Tables 2 and 3, in both smoothing algorithms, adding
categories to the content for smoothing works better than using content only; we can
also see that Top-Feature smoothing achieves more improvement than Similarity
smoothing algorithm, on the Reuters-21578 dataset.

44 Link-Based Clustering of the Smoothed Documents

Further, we construct the document similarity graph and apply link-based clustering
as described in section 3.4. At this point, we performed the following experiments:
Link-based-TopF-Content: applying TopF-Content algorithm for smoothing. Link-
based-TopF-Content&Cat: applying TopF-Content&Cat algorithm for smoothing.

Table 4. Comparison of Link-based-TopF-Content and Link-based-TopF-Content&Cat with
Link-based on Reuters-21578

Experiment Purity F-score NMI

Link-based (baseline) 0.562 0.330 0.438
Link-based-TopF-Content 0.595 (5.8%) | 0.348 (5.4%) | 0.464 (5.9%)
Link-based-TopF-Content&Cat | 0.608 (8.2%) | 0.355 (7.6%) | 0.473 (8%)
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The results in Table 4 indicate that not only Top-Feature smoothing enhances

clustering performance, but also link-based clustering of documents has shown
improvement, compared to the results in Table 2.
We performed similar experiments for Similarity smoothing algorithm and the
combination of the two smoothing methods: Link-based-Sim-Content: applying
Sim-Content algorithm for smoothing. Link-based-Sim-Content&Cat: applying
Sim-Content&Cat algorithm for smoothing. Link-based-Combination: applying
combination of TopF-Content&Cat method with Sim-Content&Cat algorithm for
smoothing. The results are shown in Table 5.

Table 5. Comparison of Link-based-Sim-Content, Link-based-Sim-Content&Cat, and Link-
based-Combination with Link-based on Reuters-21578

Experiment Purity F-score NMI

Link-based (baseline) 0.562 0.330 0.438
Link-based-Sim-Content 0.579 (3%) 0.340 (3%) 0.457 (4.3%)
Link-based-Sim-Content&Cat | 0.591 (5.1%) 0.347 (5.2%) | 0.466 (6.4%)
Link-based-Combination 0.629 (11.9 %) | 0.365 (10.3%) | 0.481 (9.8%)

From the performance results in Table 5, we observe that the combination of
the two smoothing algorithms improves clustering results more than individual
smoothing algorithms. Though Similarity smoothing algorithm has improved
clustering results but compared to Top-Feature smoothing it achieved less
improvement. Among all proposed methods in this research, Link-based-Combination
has the best results with the three metrics and improved purity of the K-Means
clustering results by the factor of 16.9%. The comparison of Link-Com results with K-
Means is shown in Table 6.

Table 6. Link-based-Combination method compared with K-Means, on Reuters-21578

Experiment Purity F-score NMI
K-Means (baseline) 0.538 0.323 0.431
Link-based-Combination | 0.629 (16.9%) | 0.365 (13%) | 0.481 (11.6%)

4.5 Experiments on 20-NG Dataset

To compare our results with previous clustering methods which utilized Wikipedia,
we performed the experiments on 20-NG dataset and compared the results f our
proposed methods with the algorithms presented in [10]. The results are summarized
in Table 7. The Word-Category and Word-Concept-Category methods are
proposed in [10] and had the best results in that research. Improvements are computed
compared to the K-Means baseline.
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Table 7. Comparison of the experiments with K-Means, on 20-NG dataset

Experiment Purity F-score NMI

K-Means (baseline) 0.411 0.381 0.388
Link-based 0.420 (2.2%) | 0.387 (1.6%) 0.393 (1.3%)
K-Means-TopF-Content 0.415 (1%) 0.384 (0.8%) 0.391 (0.8%)
K-Means-TopF-Content&Cat 0.419 (1.9%) 0.390 (2.4%) 0.398 (2.6%)
K-Means-Sim-Content 0.417 (1.5%) | 0.388 (1.8%) 0.394 (1.5%)
K-Means-Sim-Content&Cat 0.422 2.7%) | 0.392 (2.9%) 0.401 (3.4%)
K-Means-Combination 0.425 (3.4%) | 0.397 (4.2%) 0.413 (6.4%)
Link-based-TopF-Content 0.428 (4.1%) | 0.393 (3.1%) 0.408 (5.2%)

Link-based-TopF-Content&Cat | 0.439 (6.8%) | 0.403 (5.8%) 0.419 (8%)

Link-based-Sim-Content 0.433 (5.3%) | 0.401 (5.2%) 0.412 (6.2%)
Link-based-Sim-Content&Cat | 0.442 (7.5%) | 0.411 (7.9%) 0.425 (9.5%)
Link-based-Combination 0.446 (8.5%) | 0.421 (10.5%) | 0.432 (11.3%)
Word-Category 0.442 (7.5%) | 0.412 (8.1%) | 0.429 (10.5%)
Word-Concept-Category 0.442 (7.5%) | 0.418 (9.7%) 0.412 (6.2%)
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As indicated in the Table 7, Similarity smoothing algorithm outperforms Top-
Feature smoothing algorithm on 20-NG dataset, unlike Reuters-21578. Since the
performance of Top-Feature smoothing depends on the top features extracted from
the documents, this can be because the feature extraction method did not get
acceptable results on 20-NG dataset. This issue is to be examined in the future works.
Using categories in addition to the content of the Wikipedia articles improves
clustering more than using content only. The combination of both smoothing
algorithms (Link-based-Combination) gives the best improvement (8.5% in purity)
among all other experiments. Compared to Word-Category and Word-Concept-
Category, that map text documents to Wikipedia concepts and categories, our best
algorithm (Link-based-Combination) achieved more improvement based on three
measures. Besides, in [10] the authors did not obtain any improvement without using
categories, but our smoothing algorithms which used content only, had improvements
based on all three metrics; because we utilize the whole content of Wikipedia articles
that are very rich in content compared with concepts of Wikipedia (only titles of the
articles).

5 Conclusions and Future Works

In this paper, we adopt a language modeling approach for text clustering and propose to
smooth the language models of the text documents using Wikipedia articles in order to
enhance the content of the documents. We propose two smoothing methods and for each
method, we define a neighborhood of the Wikipedia articles for each text document to
smooth the content of documents. In the first method we extract the top features of each
document and define the target neighborhood in Wikipedia using these features. In the
second approach the content similarity of the documents and Wikipedia articles are used
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to define the neighborhoods. We also propose to combine the two methods and use both
neighborhood sets for smoothing to benefit from the advantages of both methods. After
smoothing, we construct a document similarity graph using the enriched contents of
documents, and perform link-based clustering on the resultant graph.

The proposed algorithms are tested on two datasets: Reuters-21578 and 20NG. In
order to evaluate the effectiveness of proposed smoothing methods on clustering we
perform different experiments and compare them with K-Means clustering algorithm as
the baseline. Based on the empirical results, both proposed smoothing algorithms
improve text clustering performance on both collections. Top-Feature smoothing
algorithm achieves more improvement than Similarity smoothing algorithm, on Reuters-
21578 dataset; and, Similarity smoothing algorithm outperforms Top-Feature smoothing
algorithm on 20NG dataset. Since the performance of Top-Feature smoothing depends
on the top features extracted from the documents, this can be because the feature
extraction method did not get acceptable results on 20-NG dataset. This issue is to be
examined in the future works. Another conclusion obtained from experimental results is
that using categories in addition to the content of the Wikipedia articles for smoothing,
improves text clustering performance. The combination of both smoothing algorithms
achieves the best improvement, taking advantage of both methods. Similarity smoothing
benefit from all Wikipedia articles, while Top Feature smoothing increases the effect of
the words resembling top features of the document.

Link-based clustering of the documents has also shown to be superior to the traditional
content based clustering method, K-Means. Based on the experimental results, creating
content similarity graph and performing link-based clustering generates better text
clustering results. Our best algorithm (Link-based-Combination) achieves 16.9% and
8.5% improvement in purity compared with K-Means on Reuters-21578 and 20NG,
respectively. Comparison with existing text clustering methods using Wikipedia has
shown that our proposed smoothing approach is more effective in text clustering results;
because we utilize the whole content of Wikipedia articles that are very rich in content
compared with concepts of Wikipedia (only titles of the articles). The results achieved in
this research can be extended to other applications such as text classification and
information retrieval. For future works we will use parameter tuning methods to make
the proposed algorithms more accurate. Moreover, we will study how to utilize other
parts of Wikipedia such as hyperlinks, to improve text clustering.
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1

Pattern classification is one of the most important issues in machine learning and data
mining that encompasses a wide domain of problems. Support vector machine (SVM)
and fuzzy neural network (FNN) are considered as important tools for pattern
classification; among them, SVM is a kernel based machine learning method. The
theory of SVM is based on statistical learning theory and had been proposed by
Vapnik in 1992 [1]. Although SVM due to reliance on the principle of structural risk
minimization, has high generalization power theoretically; but this power is heavily
dependent on appropriate determining its kernel function according to problem. This
means that using common kernel functions for SVM, due to lack of compliance with
the conditions of different problems, is caused SVM has good performance only in
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special problems; experimental results given in this paper confirm this fact. Up to
now, some efforts have been made to determine the SVM kernel function or kernel
matrix adaptively, but the results of these efforts have not been very satisfactory [2,
3]. On the other hand, FNN has human-like reasoning benefit for handling uncertainty
of information [4], but the learning algorithms, which so far have been used in most
FNN classifiers, suffer from the weakness of focusing on minimizing empirical risk
(training error) regardless of expected risk (testing error). In this paper a new
classifier called ASVMFC is presented that uses capabilities of SVM and FNN
together and does not have the mentioned disadvantages.

In fact, ASVMFC is a fuzzy neural network that its rules are produced by a new
fuzzy clustering method and its parameters are adjusted by training a SVM equipped
with an adaptive kernel. ASVMFC tries to achieve generalization power of SVM and
human-like reasoning benefit of FNN together. The clustering method, which is used
in ASVMFC to determine fuzzy rules, generates clusters that appropriately
approximate data distribution of the problem and counteract the effects of outliers in
creating ASVMFC. In addition, using an adaptive kernel for training SVM in
ASVMEC has been caused ASVMEFC achieves good classification performance for
different problems and also generates a few number of support vectors. Moreover, a
method for reducing number of training samples of ASVMFC is introduced in this
paper. This method can identify samples, which are effective in adjusting ASVMFC,
according to fuzzy membership values of samples and reduces number of training
samples drastically. Empirical results show that the ASVMFC classification accuracy
is more than classification accuracy of the three types of SVM which use RBF kernel,
polynomial kernel, and sigmoid kernel respectively.

This paper is organized as follows. In section 2 the theory of SVM is presented
briefly. Section 3 describes structure of ASVMFC and its learning algorithms in
details. The results of experiments are expressed in section 4. Finally, the conclusions
are summarized in section 5.

2 Support Vector Machine

The major purpose of SVM in binary classification problems is finding optimal
discriminator hyper-plane in n dimensional problem space. To do that, SVM find a
discriminator hyper-plane that has maximum margin to boundaries of two classes.
Suppose we are given a set S of labeled training set, S = (X1,y1), X2, ¥2), -, Xno Yn)»
where X; € R™, and y; € {+1, —1}. The goal of SVM is to find an optimal hyper-plane
such that

yl(WTX1+b)21—El, l=1,,N (1)

where WE R™, be R, and § = 0 is a slack variable. For & > 1, the data are
misclassified. To find an optimal hyper-plane is to solve the following constrained
optimization problem:
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Minimize% W2+ CEN, &

()
Subject to y;(WTX; +b) > 1§, i=1,..,N

where C is a user defined positive cost parameter and Y §; is an upper bound on the
number of training errors. In fact, (2) is a quadratic programing problem and we can
write (2) as (3) by using the Lagrange technique. Values of Lagrange multipliers are
obtained by solving (3) and we can use them to compute values of W and b [5].

N N

N e
L(O() - 2% 2 al(xJYIY]Xl X]

i=1 ij=1

3)

N
Zai}’i =0, o=0 1i=1,..,N

i=1

To extend the above linear SVM to a nonlinear classifier we can use the kernel trick
for realizing the idea of "in order to achieve better separability mapping the input data
into a higher dimensional feature space". To this end, we apply a kernel function with
form of K(X;,X;) instead of XiTXj term in (3). A standard kernel is a function that is
symmetric and positive-definite and satisfies the Mercer conditions [6].

3 Adaptive Support Vector Machine Based Fuzzy Classifier
(ASVMFC)

ASVMEFC is a classifier in a form of FNN, which uses a new fuzzy clustering method
to generate its fuzzy rules and a SVM which equipped with an adaptive kernel to
adjust its parameters. The ASVMEFC learning algorithm consists of three phases as
follow: 1) Clustering phase, 2) SVM training phase, 3) Creating and adjusting FNN
phase. In this section, these phases will be described in details.

3.1  Clustering Phase

The basis of the clustering phase is to approximate the probability distribution of
either classes of problem by a set of clusters with Gaussian distribution. To this end,
we run a new clustering algorithm that its pseudo code is given in follow for either
class individually. The clusters obtained in this phase will be considered as fuzzy
rules of ASVMFC.

Pseudocode 1. The algorithm of clustering method of ASVMEFC.
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Clusters Clustering (Samples,
{

InitCovariance, Thershold)

FOR i < 1 TO number of the samples
FOR j < 1 TO number of the samples
IF i = j THEN
InfluenceMatrix[i,j] « infinite
ELSE
InfluenceMatrix[i,Jj] < CalculateInfluence (

Samples[i], Samples[i], InitCovariance)
ENDIF

ENDFOR
ENDFOR

Influences « sum of the rows of InfluenceMatrix
Influences « Influences/max (Influences)
WHILE Influences is not empty
I « argmax(Influences);
IF Influences[I] != -infinite THEN
L « InfluenceMatrix[I, alll;

I th « indexes of entries of L that their values
are greater than Thershold and are not
infinite

WHILE I th is not empty

L « L + sum of the rows of
InfluenceMatrix[I th, all]
I th « indexes of entries of L that their

values are greater than Thershold and
are not infinite
ENDWHILE

I inf « indexes of entries of L that their
values are infinite
IF I inf has more than one entity THEN
InfeluenceCoeff « max(Influences[I inf])
AddNewCluster (Clusters, Samples[I inf],

InfeluenceCoeff)
ENDIF
Influences[I inf] « -infinite
ENDIF
ENDWHILE

According to this algorithm, first we consider one small Gaussian distribution for
each sample and calculate sum of influences of these distributions on each sample and

indicate it as Influence value of that sample (8;). In fact, the Influence value of each
sample is calculated as follows,
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N
1
8 = Z exp{— > (X - Xi)Tzi_nlit(Xj —-Xi)} 4

J

where N is the number of the samples of the class which the desired sample is belong
to it and ZXZj,; is the predetermined covariance matrix of the small Gaussian
distributions. We select the sample, which has maximum influence value, as the initial
member of a new cluster. We calculate effect of small distribution of selected samples
on the rest samples and select the samples that the acquired value for them are greater
than a special threshold (6_th) and add these samples to members of the new cluster.
Then we continue with calculating effect of the small distributions of the selected
samples on the rest samples until no sample is exist that its calculated influence value
is greater than &_th. Finally, if the new cluster has more than one member then we
compute its parameters by using its elements.

In above algorithm, CalculateInfluence () function takes two samples and
calculates effect of the small Gaussian distribution of the first sample on the second
sample. Each cluster obtained in this phase, forms a hyper-ellipsoid in » dimensional
problem space and probability distribution of the data within it, is considered as a
Gaussian distribution. So, each of these clusters are determined by a center vector and
a covariance matrix that are computed by (5). Also each cluster has an influence
coefficient which determines amount of cluster influence in the next learning steps.
The value of this parameter is equal to maximum Influence values of members of
desired cluster. Indeed, AddNewCluster () function calculates center and
covariance matrix of the new cluster and add it to list of clusters.

e = ZXeCi 8xX _ ZXeCi Sx(X —pe) X — llci)T
G ZXeCi 8x G ZXeCi &x

&)

Xinit and 6_th are actually the internal parameters of the clustering algorithm and they
can be calculated by the algorithm automatically. We can use (6) to determine value
of Zi,;r automatically,

1w 1

Tinit = T E IXi — Minitl , Winit = E X; (6)
N 4 - N¢ -
1= 1=

where N is number of the samples of the class. Also, value of 6_th can be calculated by

(N,
S_th = (N.S - SS)Z (7)

1 & 1 &
Ms = N~ § 8, 58:_N E 18; — usl ()
c4 c 4
i=1 i=1

where pg is mean of §;s, and Sg is standard deviation of §;s.
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3.2 SVM Training Phase

As noted earlier, SVM uses the kernel trick on to deal with problems which their
samples are not linearly separable. Although, some functions as common standard
kernel functions are available, but due to the diversity and complexity of various
problems, these kernel functions cannot have reasonable performance in all problems.
Hence, requirement to have an adaptive kernel for SVM is strongly felt in this
domain. Because of this, in the learning algorithm of ASVMFC we try to realize the
goal of SVM kernel being adaptive. For this purpose, in this phase, the kernel
function of SVM is made up automatically according to the data distribution of
training set which approximated in previous phase. (9) defines the adaptive kernel
function which has been used in ASVMFC,

K(Xi,X;) = Xi.Xj + 8a(Xi). 84 (X)) + 85(Xi). 85(X;) )

Z]NCA Beajexp{— % (IJ-CAi - Xi)T Zca; (IJ-CAi - Xi) }

3¢ Bo exp(—2 (g, = X,) 2" (g, — X))

8a(Xi) = (10)

1 T
5(X) ¥ e BCBjexp{_E(p—CBj - Xi) Zcs; (llcsj - Xi) } (an
BlAj) = T
N 1 -
2, ¢ Bcjexp{—;(uc,- - Xi) 27cj1 (P—c,- - Xi) }

with BCA]. > 0 and BCBj > 0, where B¢ Aj is the influence coefficients of the jth cluster
of class A and BCB]. is the influence coefficients of the jth cluster of class B, N¢a

indicates the number of the clusters of class A, N¢p indicates the number of the
clusters of class B and , N¢ is equal to Ncp + Ncg. In (9), 8,(X;) returns a value,
which approximated data distribution of class A assigns to X;. In other word, the
output of §,(X;) is equal to normalized sum of effects of the Gaussian distributions of
the obtained clusters for class A on X;. Also 6g(X;) is similar to 8, (X;) except that is
related to class B.

In order that the kernel function defined by (9) is suitable for application in SVM,
we must prove that the kernel function has the Mercer conditions. According to
Mercer's work [6, 7], we know that if K is the symmetrical and continuous kernel of
an integral operator Oy: L? — L2, such that

(O () = f K(X, Y)g(¥)dY (12)
is positive, i.e.,
f K(X, V)g(X)g(Y)dXdY = 0 vg € L2, (13)

then K can be expanded into a uniformly convergent series



346 H. Ganji and S. Khadivi

KOV = ) AiCOdi(Y) (14)

i=1

with A; = 0. In this case, the mapping from input space to feature space produced by
the kernel is expressed as

X = (A1 (X), A9, (X), ...) (15)

such that K acts as the given dot product, i.e.,

(©X), d(M) = dXTPX) = KX, Y) (16)

Lemma 1. A nonnegative linear combination of Mercer kernels is also a Mercer
kernel.

According to Lemmal, whereas the kernel function of ASVMEFC is linear
combination of three terms, to prove the kernel function of ASVMEFC is a standard
kernel, it is sufficient to prove that each of these terms is a standard kernel. Like
linear kernels, the first term is product of two vectors and satisfies conditions of a
standard kernel.

Lemma 2. The product of Mercer kernels is also a Mercer kernel.

Also according to Lemma 2, whereas the second and third terms of the kernel
function of ASVMFC are product of two functions, it is sufficient to prove that each
of these functions satisfies Mercer conditions.

Lemma 3. For any function \p(x) that can be expanded as uniformly convergent power
series of x with nonnegative coefficients; that is, P(x) = X2y a;x', a; = 0,If we
define the kernel function, then it is a Mercer kernel.

According to Lemma3, many common functions such asexp(x), cosh(x), sinh(x),
etc., can be used as possible kernel. Hence, 6,(X) and 8g(X) which are linear
compositions of some exponential functions with positive coefficients, satisfy Mercer
conditions according to Lemmal and Lemma2. Therefore, we can claim that the
kernel function of ASVMEFC is a standard kernel.

Finally, in this phase we train a SVM with the kernel function defined in (9) and
use its Lagrange multipliers for adjusting ASVMFC parameters in the next phase.

3.3  Creating and Adjusting ASVMFC Phase

In this phase a FNN is created using the results of previous phases. This FNN, which
is shown in Fig. 1, is final classifier system of ASVMFC and consists three layers. In
the first layer called input layer no computation is done. Each node in the input layer
only transmits input values to the next layer directly. The second layer is called rule
layer. A node in this layer represents one fuzzy rule and performs precondition
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matching of a rule. In fact, these rules are corresponding to the obtained clusters. The
fuzzy rules of this FNN are divided into two groups and each of these groups consist
the rules which are related to one of two classes. A and B indices show class label of
the rules. The output weights of the rules are influence coefficients of the clusters and
are computed by (17),

Wa, = Bea; 2i%1 ;84 (X;) wg, = Bep; 2jr 04Y;8s(X;) (17)

where N is the size of training set and X; is the jth sample of training set. Also, By, is
the influence coefficient of the ith cluster of class A and f¢g; is the influence
coefficient of the ith cluster of class B. The parameters a; and y; are Lagrange

multiplier (acquired in the previous phase) and class label of the jth sample of training
set respectively.

Fig. 1. The structure of the fuzzy neural network of ASVMFC

In Fig. 1 p represents number of data samples of class A and q represents number
of data samples of class B. The third layer is output layer and has a single neuron unit.
This unit, which is labeled with ', computes the overall output as the summation of
second layer outputs and two additional inputs. Also, W and b are computed by (18).

1
W = 3L, ayyiXj, b =%y — WTX). (18)
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3.4  Sample Reduction

One of the main problems of SVM is high time consumption of its training phase in
the case of large training sets. Due to this problem, using the standard SVM is not
affordable for cases with very large training set. A solution to overcome this problem
is reducing number of samples by sampling from training set [8]-[10]. This means
that we can remove samples which are not very impressive to form separator hyper
plane. In other word, if we can identify the samples which probably will be chosen as
support vectors, then we can use only these samples for training SVM.

The samples, which are lied in the area between two classes, have more potential to
be selected as support vectors; so the problem of sample reduction can be converted
to find samples in the area between two classes. This seems as a good solution but it
is impractical for a SVM which operates based on a kernel. Because, in this kind of
SVM the separator hyper plane is chosen based on the samples which have been
mapped by kernel and there is no assurance that samples in the area between two
classes in the original space are samples in the area between two classes in the
mapped space. However, because in ASVMEFC the feature space is scaled form of the
original space, we can apply that solution here.

Another interesting point that should be noted is that finding the samples in the
area between two classes is done easily based on fuzzy belonging degrees of samples
to each of two classes and this process does not require much processing. We can say
the samples which have high belonging degrees to both classes are in the area
between two classes. Also, it is better that we add some samples from outer boundary
of each class to training samples to determine class areas for preventing deviation of
hyper plane. To this end, we apply (19) on the all samples and select some of smallest
ones for training.

0(Xi) = [6a(Xi) — 8p(X))I 19)

The absolute of difference between two belonging degrees for each sample of the
classes’ boundaries is small value. So by choosing an appropriate threshold we can
select efficient samples for training SVM. Interesting point here is that 6(.) assigns
large values to samples located in area of opposite class; due to this, these samples are
not selected for training and separator hyper plane will not be deviated by them.

4 Experiments

We used the six Benchmark datasets from UCI Repository [11] and LIBSVM
software [12] to assess performance of ASVMEFC. Table 1 describes these datasets in
details. In these experiments we apply 10-fold cross validation to estimate the
generalized accuracy of ASVMEFC, RBF-kernel-based SVM, polynomial-kernel-
based SVM and sigmoid-kernel-based SVM For each data set. In each round of cross
validation we run the four classifiers on all the “one class against rest class” cases of
each dataset and average all the results for it. The value of cost parameter of SVM is
C = 212 for all cases. Table 2 shows the classification accuracy and support vector
(SV) count of (the numbers of SVs have been rounded).
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Table 1. Descriptions of the benchmark datasets

Dataset name Number of samples Number of Features Number of classes
Iris 150 4 3
Ecoli 336 8 8
Glass 214 10 6
Wine 178 14 3
Heart Disease 270 14 2
Breast Cancer 683 10 2

Table 2. Comparison between the accuracies and number of support vectors

Dataset name ~ ASVMFC RBF SVM Polyno. SVM Sigmoid SVM
%Acc  #SVs %Acc #SVs %Acc  #SVs %Acc  #SVs

Iris 98.75 8 9529 13 96.58 9 66.76 90
Ecoli 96.05 33 9527 34 95.17 37 92.78 38
Glass 93.06 26 91.70 33 91.01 27 87.40 50
Wine 98.18 10 70.34 160 95.98 11 66.87 107
Heart Disecase  84.53 60 56.65 243 75.41 64 55.58 216
Breast Cancer 97.22 42 96.48 259 93.96 56 30.61 430

As shown in Table 2, ASVMFC has the best classification accuracy for all cases.
The accuracies of polynomial-kernel-based SVM on Heart data set and RBF-Kernel-
based SVM on Wine and Heart data sets are very low. Also, sigmoid-kernel-based
SVM has unpromising accuracy for majority cases. Better performance of ASVMFC
in all cases is because of being adaptive. In other word, using the common kernel
functions for SVM, due to lack of compliance with the conditions of the problem, is
caused SVM does not has good performance in any type of problems. Moreover
corresponding to results shown in Table 1, numbers of fuzzy rules that ASVMFC has
generated for Iris, Ecoli, Glass, Wine, Heart, and Breast datasets are 3, 2, 3, 6, 3, and
3 respectively. Also, as shown in Table 2 the number of generated support vectors in
ASVMEFC is lowest for all data sets. These results show that the adaptive kernel
function used in ASVMEC increase the capabilities of linear separability of the data
and so find the separator hyper plane with lower support vectors.

Fig. 2 shows how the proposed sample reduction method reduces the number of
training samples for ASVMFC. Fig. 2 illustrates that by decreasing the
value of threshold the number of samples is reduced significantly while the changes
of the classification accuracy of ASVMFC has been minor for all datasets. For
example, when the value of threshold is 0.2, 250 samples are almost reduced from
336 samples of Ecoli dataset while the classification accuracy of ASVNEFC is still
near 96%. These results actually confirm the good performance of the sample
reduction method.
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Fig. 2. (a) The effect of sample reduction on the accuracy of ASVMFC; (b) The effect of
sample reduction threshold value on the number of reduced samples for ASVMFC

5 Conclusion

In this paper a new classifier called ASVMFC is introduced. ASVMFC makes up a
FNN and adjusts the parameters of this FNN by using a new fuzzy clustering method
and training a SVM equipped with an adaptive kernel. ASVMFC actually takes
advantages of the SVM generalization and human-like reasoning of FNN. The fuzzy
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rules of ASVMFC are generated automatically by a new clustering method according
to data distribution of problem. This enhances the accuracy of ASVMFC against the
common standard kernel functions. Moreover, because ASVMFC uses an adaptive
kernel for training SVM, it has a good performance with a few fuzzy rules in most
problems while creates a few support vectors in SVM training phase of its learning
algorithm. Also, we can easily reduce number of training samples for ASVMFC by
using belonging degrees of samples to both classes.
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Abstract. Ensemble methods can improve the effectiveness in text cat-
egorization. Due to computation cost of ensemble approaches there is
a need for pruning ensembles. In this work we study ensemble pruning
based on data partitioning. We use a ranked-based pruning approach.
For this purpose base classifiers are ranked and pruned according to
their accuracies in a separate validation set. We employ four data par-
titioning methods with four machine learning categorization algorithms.
We mainly aim to examine ensemble pruning in text categorization. We
conduct experiments on two text collections: Reuters-21578 and BilCat-
TRT. We show that we can prune 90% of ensemble members with almost
no decrease in accuracy. We demonstrate that it is possible to increase
accuracy of traditional ensembling with ensemble pruning.

Keywords: Data partitioning, ensemble pruning, text categorization.

1 Introduction

Ensemble of classifiers are known to perform better than individual classifiers
when they are accurate and diverse [5], [I9]. In text categorization, they are
proven to perform better in some cases [6]. However, they are not efficient due
to computational workload. For instance, in news portals, it is a burden to
train a new ensemble model or test new documents. Various ensemble selection
methods are proposed to overcome this problem [3]. The main idea is to increase
the efficiency by reducing the size of ensemble without hurting the effectiveness.
Besides, it can increase the effectiveness if selected classifiers are more accurate
and diverse than base classifiers. In this work, we study these two aspects of
ensemble selection by giving the accuracy (i.e. effectiveness) results [16].
Ensemble selection mainly consists of three stages: constructing base clas-
sifiers (ensemble members), selecting target classifiers among base classifiers,
and combining their predictions. Base classifiers are constructed homogeneously
or heterogeneously. Homogeneous classifiers are trained by the same algorithm
and constructed by data partitioning methods in which training documents are
manipulated [5], [6]. Heteregeneous classifiers are usually created by training dif-
ferent algorithms on the training set [3]. There are also mixed constructions in

M.V.M. Salem et al. (Eds.): AIRS 2011, LNCS 7097, pp. 352-B&]], 2011.
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which data is partitioned and different algorithms are applied separately. There
are various ensemble selection approaches [I7]. In general, they search for an
optimal subset of ensemble members. Searching evaluation is done with a val-
idation (hillclimbing or hold-out) set, which can be used either in training or
as a separate part of training set. Lastly, ensemble predictions are combined by
simple/weighted voting, mixture of experts or stacking [17]. Voting is the most
popular approach. It combines predictions of ensemble based on sum, produc-
tion or other rules. It is called weighted when each prediction is multiplied by a
coefficient.

Construction of base classifiers, training them and getting predictions from
each of them require a considerable amount of time in text categorization when
there are huge numbers of text documents. This becomes crucial when text
documents become longer as experienced in news portals. There is a need for
pruning as many base classifiers as possible. Therefore, in this study, we examine
ensemble pruning in text categorization by applying different data partitioning
methods for construction of base classifiers and popular classification algorithms
to train them. We select a simple ranked-based ensemble pruning method in
which base classifiers are ranked (ordered) according to their accuracy in a sep-
arate validation set and then pruned pre-defined amounts. We choose to use
weighted voting to combine predictions of pruned ensemble.

Our answers to the following questions are the contributions of this study:

1. How much data can we prune without hurting the effectiveness using data
partitioning?

2. Which partitioning and categorization methods are more suitable for ensem-

ble pruning in the text categorization domain?

How do English and Turkish differ in ensemble pruning?

4. Can we increase effectiveness with ensemble pruning in the text categoriza-
tion domain and which combination of partitioning method and categoriza-
tion algorithm gives the highest accuracy?

@

The rest of the paper is organized as follows. Section 2 gives the related work on
ensemble selection. Section 3 explains the experimental design and the datasets
used in our study. Section 4 gives the experimental results. Finally, Section 5
concludes the paper.

2 Related Work

There are several ensemble selection studies. Tsoumakas et al. [I7] give a taxon-
omy and short review on ensemble selection. Their taxonomy divides ensemble
selection methods into search-based, clustering-based, ranked-based, and other
methods. Search-based methods apply greedy search algorithms (forward or
backward) to get the optimal ensemble. Clustering-based methods employ a
clustering algorithm and then prune clusters. Ranked-based methods rank en-
semble members once, and then prune a pre-defined amount of members. Our
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approach also uses a ranked-based selection approach that examines different
pruning levels.

Margineantu and Dietterich [11] study search-based ensemble pruning consid-
ering memory requirements. Classifiers constructed by the AdaBoost algorithm
are pruned according to five different measures for greedy search based on accu-
racy or diversity. Their results show that it is possible to prune 60-80% ensemble
members in some domains with good effectiveness performance.

Prodromidis et al. [14] define pre-pruning and post-pruning for ensemble se-
lection in fraud detection domain using meta-learning. In our study, their pre-
pruning corresponds to forward greedy search and post-pruning means backward
greedy search. They produce their base classifiers in a mixed way such that they
divide the train data into data partitions by time divisions and then apply dif-
ferent classification algorithms including decision trees to these partitions. They
get up to 90% pruning with 60-80% of the original performance.

Caruana et al. [3] employ forward greedy search with heteregeneous ensembles
on binary machine learning problems. They show that their selection
approach outperforms traditional ensembling methods such as bagging and boost-
ing. Caruana et al. [2] then examine some unexplored aspects of ensemble
selection. They indicate that increasing validation set size improves performance.
They also show that pruning up to 80-90% ensemble members rarely hurts the
performance.

Martinez-Munoz and Sudrez [12] examine search-based ensemble pruning with
bagging. They use CART trees and three different measures for forward greedy
search. They show that 80% members can be removed with Margin Distance
Minimization (MDM). Herndndez-lobato et al. [7] study search-based ensemble
pruning with bagging on regression problems. They decide to use 20% of en-
semble members by looking regression errors. Martinez-Munoz and Sudrez [13]
use training error defined in boosting in order to use in greedy search of en-
semble pruning. Results are similar with the work by Herndndez-lobato et al.
[7.

In a recent work, Lu et al. [I0] introduce ensemble selection by ordering ac-
cording to a heuristic measure based on accuracy and diversity. Similar to our
study, they prune the ordered (ranked) ensemble members using a pre-defined
number o